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ABSTRACT 
 

Diagnosing rare diseases is challenging because they affect only a restricted group of individuals, usually 
identified as one out of every 2,000 people within the European Union and no more than one out of 1,250 
individuals in the United States. This makes it difficult for doctors to recognize the symptoms of these 
diseases. This paper focuses on the challenges of diagnosing rare diseases due to their low prevalence rates 
and difficulties in recognizing their symptoms. 
Machine learning techniques often face difficulties in classifying patients with rare diseases because of their 
small sample sizes, leading to biased results. They proposed a weighted cosine similarity approach as a 
distance measure for the k-nearest neighbours algorithm instead of the conventional cosine similarity to 
address this issue. The use of genetic optimization to select the best weights for the weighted cosine 
similarity. 
The Rare Metabolic Diseases Database was used as a case study, and the results demonstrated that reducing 
the classification bias between majority and minority classes improves all classification performance 
measures. However, as the number of classes and imbalance ratio increase, the approach's effectiveness 
decreases, eventually reaching zero. Future work will focus on reformulating the g-mean to smooth its values 
and avoid assigning a zero score when all class instances are misclassified. 
Keywords: K-Nearest Neighbor, Cosine Similarity, Imbalance Data, Genetic Algorithm, Imbalance Ratio. 

 
1. INTRODUCTION  
 
          Diagnosing rare diseases is a complex and 
challenging process that involves identifying 
symptoms and conducting various tests to confirm 
the presence of the disease [1]. Due to their rarity, 
healthcare professionals often struggle with correctly 
diagnosing these diseases, and the shared symptoms 
with more common conditions can further 
complicate the diagnostic process. Sophisticated 
diagnostic tools and collaboration between medical 
professionals, including specialists and genetic 
counselors, are often necessary for a definitive 
diagnosis [2]. A disease is a deviation from good 

health or abnormal functioning, typically caused by 
various factors, including infection, genetic defects, 
or environmental stress. It is a pathological state 
affecting an organism's part, organ, or system. 
Patients may identify as having either a disease or a 
disorder[3].  

           A rare or uncommon type of disease is 
referred to as a rare disease, which affects only a 
limited number of individuals in the general 
population. For a specific disease to be categorized 
as rare, it must not affect more than a limited number 
of people from the entire population[4]. 
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       In addition to disease prevalence, several factors 
typical of uncommon diseases are considered while 
diagnosing these diseases [5]. For instance, there is 
no effective cure for most of these disorders, which 
are chronic, progressive, life-threatening, induce 
degeneration of body tissues, and result in 
impairment [5],[6]. Therefore, in 80% of cases, these 
diseases have hereditary causes, 50% to 70% of 
patients are children, and 30% pass away before they 
turn five [5], [6]. There are currently between 5,000 
and 7,000 known rare diseases, and more are 
continually being discovered. In addition, a majority 
of recognized illnesses can be categorized into 
several vital domains, such as autoimmune 
conditions, metabolic disorders, neuromuscular 
ailments, blood disorders, cardiovascular and 
respiratory issues, skin disorders, and rare tumors are 
among the ailments that have been identified [6]. 

         The World Health Organization (WHO) 
defines a disease as uncommon if it occurs in less 
than 6.5 to 10 out of every 10,000 individuals. 
Applying this criterion, Less than 5 out of every 
10,000 people in the EU, or 1 in 2,000, are affected 
by such diseases. Conversely, less than 200,000 
people in the USA have been identified as having 
uncommon diseases, compared to less than 50,000 in 
Japan and 2,000 in Australia [5],[7]. Hence, Most 
nations have used the EU definition as the basis for 
their rare national disease strategies[5].  

        Diagnosis targets vary from one rare disease to 
all rare diseases, and the percentage of patients with 
the same disease also varies, which leads to an 
imbalanced dataset[8]. According to a survey by 
Global Genes, approximately 40% of general 
practitioners and 24% of specialists lack time to 
concentrate on these diagnoses [3]. The majority of 
clinicians also have little awareness of these 
disorders. Despite medical advancements, patients 
with rare diseases often face misdiagnosis or lack of 
diagnosis due to limited scientific knowledge and 
clinical experience. One major challenge in dealing 
with rare diseases is accurately diagnosing patients. 
Based on research carried out by the European 
Union, a quarter of individuals with uncommon 
medical conditions had to endure a wait of 5 to 30 
years before receiving an accurate diagnosis[9]. 

           Although next-generation sequencing 
technology has effectively pinpointed the genetic 
cause of uncommon Mendelian diseases, the current 
diagnosis rate is still not considered satisfactory due 
to the variability, vagueness, and inaccuracies in 
describing disease symptoms. Moreover, the 
research does not fully utilize clinical genetics 
experts' knowledge. Most information utilized to 

support the diagnosis was found in phenotypic 
concepts, pictures, or fluid laboratory testing. The 
research aims to delimit the topic of rare disease 
diagnosis, explicitly addressing the challenges of 
accurate identification, the use of AI methodologies, 
and the importance of addressing imbalanced class 
distributions. The propose a method combining the 
k-nearest neighbors’ algorithm, cosine similarity 
weighting, and a genetic algorithm to improve 
classification performance in rare diseases. 

           Rare disease diagnosis is considered a 
classification problem, which can be solved using 
artificial intelligence (AI). In this contest, two 
fundamentally distinct classifications can be made of 
AI methodologies: Data-driven AI versus 
knowledge-based AI. The knowledge-based 
approaches openly describe knowledge as symbols 
representing rules, ontologies, historical data, or 
other knowledge structures. To function at an 
acceptable level, data-driven AI needs large amounts 
of data and powerful processing [10]. In this context, 
studies that used knowledge-based AI accounted for 
57% of the studies.  Two-thirds of the data-driven AI 
utilized machine learning methods, and the 
remaining one-third used superficial similarities [8].  

           Real-world datasets often exhibit an 
imbalanced nature, with some classes being 
overrepresented while others are underrepresented. 
This imbalance can result in a bias towards the 
majority classes in classification to the detriment of 
the minority classes. Therefore, addressing 
imbalanced class distributions in datasets is essential 
to avoid such biases. Even the minority class is 
considered more interesting when the minority 
classes are insufficiently represented. The issue of 
imbalanced class distributions is widely recognized 
and acknowledged in everyday applications such as 
medical diagnosis, spam detection, image 
processing, and fraud detection in the banking 
sector. 

          In the case of a medical diagnosis involving 
rare diseases, it is crucial to identify such conditions 
within the general population accurately. Also, this 
condition occurs within the dataset with the rare 
disease only where the percent of patients with the 
same disease. As a result, any mistakes made in 
diagnosis will harm the patient's health and can 
cause added stress and complications for the patient. 
Furthermore, it can also have implications for the 
treatment plan and medication regimen. Therefore, a 
classification model should be capable of achieving 
a higher level of accuracy in identifying the minority 
classes within datasets[11]. Even though the 
imbalance issue exists in rare disease datasets, no 
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existing study using phenotype concepts material 
reported the result of reducing imbalance impact on 
rare disease diagnosis. There are two suggested 
methods for resolving this problem. The initial 
method consists of amplifying the number of records 
for underrepresented categories, and the second 
method involves adjusting the classification 
algorithm[12]. 

This paper focus on diagnosing rare diseases and 
addressing the challenges associated with accurately 
identifying these conditions. 
 The aim is to develop a classification model 

using artificial intelligence (AI) techniques, 
specifically the k-nearest neighbors algorithm 
enhanced with a genetic algorithm, to improve 
the accuracy of rare disease diagnosis. 

 The paper delves into the characteristics of rare 
diseases, their prevalence, and the factors 
considered during diagnosis. We highlight these 
diseases' chronic, progressive, and life-
threatening nature and their hereditary causes 
and impact on different age groups, particularly 
children. 

 Identify rare disease diagnosis as a classification 
problem and propose AI methodologies, 
specifically data-driven and knowledge-based 
approaches, as potential solutions. 

 Developing a balanced margin between 
majority and minority classes in rare disease 
classification. We propose using the k-nearest 
neighbors’ algorithm with a genetic algorithm to 
optimize the cosine similarity weighting method 
and maximize the G-mean value, which 
evaluates unbiased performance across all 
classes. 

2. RELATED WORK 

Diagnosis support for rare diseases is based on 
various materials, mainly phenotypic concepts, 
images, or fluids. The Human Phenotype Ontology 
(https://hpo.jax.org) (HPO) is considered the source 
for providing a set of commonly used terms and 
phrases to describe the physical and observable 
characteristics associated with human illnesses [8]. 
Machine learning techniques applied to Clinical 
databases aim to identify connections and trends 
within medical and pathological data related to 
patients and their health conditions. The goal is to 
gain insight into the development and characteristics 
of particular illnesses, enabling earlier detection and 
diagnosis. Machine learning is considered a broadly 

accepted approach for rare disease diagnosis 42 
studies out of 61 used the Machine learning approach 
for rare disease diagnosis [8]. 

      K-nearest neighbors (KNN) is the most 
popular algorithm used for rare disease diagnosis 
based on phenotype concepts material. Jia et al. [13] 
Four diagnostic models were created utilizing a 
method of measuring physical similarities 
(phenotypic similarity) and a machine learning 
technique to diagnose rare diseases. 

      The Rare Metabolic Disease Database 
(RAMEDIS) open medical records validated each 
diagnostic model.  In this case, the classifier's 
performance varied in different cases. However, 
after implementing the Bayesian averaging approach 
in the four models, merging the classifiers' 
predictions, and ranking the potential rare diseases 
according to the score. The outcome of each model 
produces a list of the top 10 likely diseases for 
diagnosis. The findings revealed that all models 
demonstrated exceptional diagnostic accuracy, with 
precision levels of up to 98% and the highest recall 
rate of 95%. In comparison, the models utilizing 
machine learning techniques exhibited superior 
performance. 

       The website (http://www.unimd.org/RDAD/) 
allows unrestricted access to the system. Schaaf et al. 
[14] apply similarity analysis to 10 university 
hospitals in Germany using similarity methods to 
offer physicians hints about a possible patient 
diagnosis. Feichen Shen et al.  [15] Collected data 
from Mayo Clinic and utilized similar methods with 
the KNN algorithm to assist in rate disease diagnosis. 
Shen et al. [16] also collected data from Mayo Clinic 
and utilized four similarity methods with two 
neighborhood algorithms to hypothesize the 
phenotype data can be leveraged to accelerate 
disease diagnosis. Sheikhzadeh et al. [17]used 
multivariate logistic regression on a sample of 
patients to assess the inclusion of clinical variables 
for inclusion in the prediction model for rare disease 
diagnosis. Li et al. [18] proposed new similarity 
methods to improve the effectiveness of similar 
approaches that rely on physical characteristics 
shared among individuals with a given disease, a 
new technique called Emission-Reception 
Information Content (ERIC) has been developed. 
The new methods include terms calculated based on 
the relationship between phenotype and genotype.  

      Healthcare professionals contributed factual 
clinical data, including Human Phenotype Ontology 
(HPO) traits and causative genetic variants. These 
data were then utilized to evaluate the efficacy of the 
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ERIC similarity methods. In other consideration, 
Burange & Chatur [19] proposed a deep artificial 
neural network model (ANN) using multi-layers for 
rare disease diagnosis. RAKE (Rapid Automatic 
Keywords Extraction) algorithm extracts keywords 
from specified symptoms. These keywords are 
encoded to become the input for the ANN input 
layer. Garcelon et al. [20] did also a study to identify 
rare disease people using medical report phenotype.  

   The researchers utilized Electronic Health 
Records as a secondary data source to expand their 
understanding of uncommon illnesses. Through 
their investigation, they implemented a technique to 
identify the characteristics linked with specific 
diseases. They employed frequency and TF-IDF 
measures to examine the connection between 
clinical features and rare diseases in a practical 
manner. This approach was employed in six 
scenarios to determine phenotypes related to the 
conditions known as Rett syndrome, Lowe 
syndrome, Silver Russell syndrome, Bardet-Biedl 
syndrome, DOCK8 deficiency, and Activated PI3-
kinase Delta Syndrome (APDS) are mentioned or 
incorporated[21]. 

A.  Problem Statement 

    Despite advancements in next-generation 
sequencing technology and AI methodologies, the 
current diagnosis rate for rare diseases is still not 
considered satisfactory. The variability, vagueness, 
and inaccuracies in describing disease symptoms 
pose significant obstacles to accurate identification. 
 Moreover, the issue of imbalanced class 
distributions within real-world datasets further 
compounds the problem. This imbalance leads to 
biases in classification, favoring majority classes and 
hindering the accurate identification of minority 
classes. This bias can harm patients, including 
misdiagnosis, delayed treatment, and potential 
health complications. 
 The paper aims to address this problem by 
proposing a novel method that combines the k-
nearest neighbors’ algorithm, cosine similarity 
weighting, and a genetic algorithm. This approach 
seeks to enhance classification performance in the 
context of rare diseases and mitigate the impact of 
imbalanced class distributions. 
 
3. METHODOLOGY 

       

 This section describes the dataset used to apply 
the experiment and how the features are extracted, 
followed by a preliminary for the KNN algorithm, 
genetic algorithm, and cosine similarity function. 

Finally, the proposed classification method is 
illustrated. 

3.1 Dataset Description 

      RAMEDIS  dataset is a public biomedical data 
dataset, as depicted in Figure 1. The dataset contains  

Figure 1: A Screenshot of the RAMEDIS data repository. 

Five hundred eighty patients and 80 diseases. 
Figure 2 shows the structure of the dataset. Table 1 
lists the statistics about the dataset in September 
2009.  

Case Report 
ID  Sex

Ethnic origin

Diagnosis
Name MIM

Lab findings
Data Value

Author Name 
Address

Pathology
Data Value

Molecular Genetics
Gene name 
Mutation

Diet/drugs
Date  Value

Therapy/development
Date Value

Lab test
Name  Quality

Lab unit 
Name

Symptom
Name

Symptom 
Specificity

Name

Diet / Drugs 
parameter

Name

Therapy/
development 

parameter Name

1

1
1

1

1 1 1

1

1

1

1

1

1

1

**

*

*

*

0..1

*

*

*

*

*

*

*
 

 
              Figure 2: Schema representation of data in the 

RAMEDIS repository 
 
           RAMEDIS is an internet-based information 
system for rare diseases not tied to any platform. To 
prepare the data for analysis, a preliminary stage 
involves purging the database of duplicate entries 
and performing other cleaning procedures. 
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3.2    Feature Extraction 

 
             Feature extraction involves converting raw 
data into numerical features that can be processed 
using machine learning techniques while retaining 
the information present in the original dataset. 
  Using equation 1, features were extracted for each 
patient by applying TF-IDF to medical terms found 
on the list of records in symptom fields and historical 
description fields words which have the 
corresponding item in  
HPO ontology item    
(https://hpo.jax.org/app/download/ontology).  
 

 
𝑇𝐹 − 𝐼𝐷𝑅(𝑡, 𝑑) = 𝑇𝐹(𝑡, 𝑑) ∗ 𝐼𝐷𝐹(𝑡)   (1) 

   
The TF-IDF equation used in the study considered 
N, the total number of patients, t, the specific 
symptom being analyzed, d, the current patient 
being evaluated, TF, which represents the 
frequency of the symptom of the IDF is a value 
calculated from the number of patients with a 
particular symptom present in their medical 
records. 
 

3.3       K-Nearest Neighbors Algorithm 

            KNN is a simple supervised machine 
learning algorithm that can be applied to 
classification problems. In KNN, each object is 
classified based on the voting of its k nearest 
neighbors. KNN relays on a distance metric to get 
nearest neighbors, i.e., Euclidian distance and 
cosine similarity …etc. 

3.4      Cosine Similarity Function 

          Cosine similarity measures the similarity 
between two vectors to determine if two vectors 
point in the same direction and are used in document 
analysis. It has two forms, the classic form, which is 
given by Equation 2, and the weighted form, which 
is given by Equation 3: 
 

  𝑠𝑖𝑚(𝑋, 𝑌) =
∑ ()∗()∈

ඥ∑ ()మ
∈ ∗ඥ∑ ()మ

∈
                 (2) 

 

 𝑠𝑖𝑚(𝑋, 𝑌, 𝑊) =
∑ (∗ௐ)∗(∗ௐ)∈

ඥ∑ (∗ௐ)మ
∈ ∗ඥ∑ (∗ௐ)మ

∈
     (3) 

            
In the given context, Xt and Yt refer to dimension t 
for vectors X and Y, respectively, while Wt 
represents the weight assigned to symptom t. 

3.5      Genetic 
Algorithm  

         
A genetic algorithm 
is a search algorithm 
that uses  
meta-heuristic 
methods to find an optimized solution. It inspires by 
biological operations like genes crossover and 
mutation. Figure 3 shows the main steps of the 
standard genetics algorithm. It starts with generating 
the initial solutions population, which is evaluated 
for the best objective function and follows.  

      
Figure 3: Standard Genetic Algorithm Flow Chart   
 
Select candidate parent solutions to generate new 
sibling solutions for the next generation. Generic 
operations use crossover and mutation to produce 
sibling solutions from parent solutions. The genetic 
algorithm can solve many optimization problems, 
i.e., salesman problems, hyper-parameter 
optimization …etc.  The Genetic algorithm can use 
different selections for parents, and the methodology 
employed selection, crossover, and mutation 
techniques, which can be observed in Figure 4 and 
Figure 5, displaying the specific operations utilized. 
   In this work, each solution consists of weights 
equal to the number of unique symptoms in the 
database. Each weight is a random value between 0 
and 1. The selection operation uses roulette-wheel 
selection. All solutions are lined up in a queue with 
a length equal to their g-mean value to get a selection 
change proportional to their g-mean value.  
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Figure 4:  Crossover and Mutation method 
 
The selection is based on a random selection point 
over  the queue line. The crossover operation is done 
by selecting two parents and generating a new 
sibling based on an arbitrary point. The new sibling 
consists of part of parent one before this point and 
part of parent two after this point. A mutation is done 
by selecting a random set of random points to set its 
values to complement the cell value. 

  

Figure5 :  Roulette-wheel selection 

3.6     Performance Measure 

 
      The usual metrics for evaluating binary 
classification performance are accuracy, precision, 
recall, and f1-score. These measures are adapted for 
multi-class classification to report the average values 
for each class using arithmetic [22],[23], and 
geometric means. The concluded set of harmonic 
measures for multiclass classification averages the 
measure for each class without considering the class 
size. The following measure can compute as follow: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
்ା்ே

்ା்ேାிାிே
                                 (4) 

 

   𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
்ೖ

்ೖାிೖ
                                    (5) 

    𝑅 𝑒 𝑐𝑎𝑙𝑙 =
்ೖ

்ೖାிேೖ
                                         (6) 

𝑀𝑎𝑐𝑟𝑜𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑃𝑟 𝑒 𝑐𝑖𝑠𝑖𝑜𝑛 =
∑  ௦ ೖ

಼
ೖసభ


   (7) 

𝑀𝑎𝑐𝑟𝑜𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑒 𝑐 𝑎𝑙𝑙 =
∑ ோ  ೖ

಼
ೖసభ


              (8) 

𝑀𝑎𝑐𝑟𝑜𝐹ଵ − 𝑆𝑐𝑜𝑟𝑒 = 2 ∗ ቀ
ெ∗ெோ

ெషభାெ షభቁ              (9) 

Where, MAP: Macro Average Precision 
              MAR : Macro Average Recall 
 

𝐺 − 𝑚𝑒𝑎𝑛 = ට∏
்ೖ

்ೖାிேೖ


ୀଵ

ೖ
                         (10) 

 
 
        The given parameters are defined as follows:  
K represents the total number of classes, while k 
represents the evaluated class.  
TP refers to the count of positive samples accurately 
recognized as positive. Simultaneously, FN denotes 

the count of positive samples incorrectly classified 
as unfavorable, while TN denotes the count of 
negative samples accurately classified as harmful. 
FP indicates the count of negative samples 
erroneously classified as positive. These parameters 
are used for each of the K classes being analyzed. 

3.7      Cross-validation 

          Cross-validation generates reliable results, 
and the technique of 5-fold cross-validation is 
applied, whereby the dataset is split into five 
sections. In each iteration, one section is designated 
as the test set. The other folds are used for training. 
Each class instance should distribute equally on 
folds. This condition restricted the number of 
instances to at least five for each class. The 
computation is repeated five times to get the average 
of the classification performance. Figure 6 shows 
how the 5-fold cross-validation is performed. 

 

3.8     Classification Procedure 

 
           Classification algorithm one consists of three 
phases. In the first phase, the features are extracted 
from the dataset regarding TF-IDF for each patient. 
Search for optimized cosine similarity weights using 
a genetic algorithm in the second phase.  The 
objective function for the genetic is the G-mean 
reported by the KNN algorithm that uses weighted 
cosine similarity. In the final phase, the best weights 
that generate max G-mean using the KNN algorithm 
are reported with all classification performance 
measures in section 3.5. 
          In algorithm 1, the input consists of the 
dataset, genetic algorithm parameters, and KNN 
algorithm number of neighbors. The output reports 
the classification performance for the best 
population individual based on G-Mean for 
classification using the KNN algorithm with 
optimized weighted cosine similarity. In steps 1-3, 
unusual symptoms for all patients are extracted and 
stored as a variable. In steps 4-6, each patient feature 
is calculated for each period in terms of the variable 
using Eq. (1).  In step 7, an initial population for the 
genetic algorithm is generated as the matrix of two 
dimensions with the number of rows equals to N, and 
length equals to the number of terms. Each row 
represents an expected solution for cosine similarity 
weights, and each cell is initialized with a random 
value from 0 to 1. 
         
        In Steps 8-19, the genetic algorithm runs from 
T of iteration to find the optimized weights that 
report the best G-mean. In each iteration, all 
population individuals, which represent weights for 
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cosine similarity, classification performance is 
evaluated based on KNN and cosine similarity using 
corresponding individual weights. The evaluation 
helps to select two parents using Roulette-wheel 
selection based on G-mean to apply crossover and 
mutation operation to generate new individuals 
based on probabilities C_prop and M_prop. At the 
end of each iteration, the best individual is saved 
based on the best G-mean. In step 20, the best 
solution is reported with all classification 
performance measures in section 3.6. 
Algorithm 1: Enhance the k-nearest neighbors 
algorithm 

Input:  
DS: Rare Disease Dataset 
T: Number of Iteration 
N: Population Number 
C_prop: Crossover Probability 
M_prop: Mutation Probability 
K: number of nearest neighbors 
Output: 
Optimized Cosine Similarity Weights 
Classification Performance 
 
 Phase 1: Features Extraction 
1 Terms  {} 
2 For each patient in DS 
3  Terms  Terms ∪ Terms (Patient) 
4 For each patient in DS 
5  For each term in the Terms 
6   Calculate TF-IDF (patient, term) 
 Phase 2: Optimize Cosine Similarity Weights 

using Genetics Algorithm 
7 Initial population P with number of N solutions 

and dimension equals to length set Terms 
8 t = 0 
9 While t < T 
10  Evaluation of each solution in P using cross-

validation 
11  For each solution in P 
12   Select two parents, p1, and p2 solutions, 

using a roulette-wheel algorithm based on 
G-mean for each solution. 

13   If random < c_prop 
14    Apply crossover between p1 and p2 

to generate a new solution.  
15    If random < m_prop 
16     Apply mutation to the new 

generation new solution. 
17    Replace the solution in population P 

with the new solution. 
18  Save the best solution based on G-Mean. 
19  t  t – 1 
 Phase 3: Report Results 
20 Report the Best solution and classification 

performance. 

    

Figure 6:  Cross-validation method 

 
4. EXPERIMENTS 

 
           This section outlines the experimental setup 
for the study, specifically examining how the 
existing method performs as the number of classes 
increases, as well as evaluating the efficacy of the 
suggested approach in enhancing the current 
technique. 
4.1     Experimental Setup 
            In this experiment, the RAMEDIS proposed 
a number of diseases equal to 80. The diseases in 
descending sorted in order according to the number 
of patients in each disease. Diseases were excluded 
with several patients less than five patients to match 
the cross-validation condition, which resulted in 29 
diseases only. Then, apply algorithm 1 for the first 
three up to 29 diseases using the setting in Table 2. 
           

Table 1: Experimental Settings 
Parameter Value 

Number of Population 50 
Crossover Probability 90% 
Mutation Probability 10% 
Number of Iterations  30 

Number of Nearest Neighbors 5 
 
            Table 2 : Experimental Settings 

Dataset Objects Number of 
Entries 

valid authors 77 
valid case reports 589 

molecular genetics 372 
unique symptoms 580 

lab findings 40,804 
therapy, development 6,622 

diet, drugs 2,210 
pictures 91 

references 73 
genes 26,779 

Enzymes 4,609 
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pathways 169 
compounds 13,972 
diagnoses 17,508 
symptoms  580 

lab findings in different 
specimen 

1,360 

 
5.  RESULT AND DISCUSSION 

 
             In this section, they perform the proposed 
method shown in the extensive simulation results. 
The results were evaluated regarding imbalance 
ratio, accuracy, precision, recall, f1-score, and G-
mean at various numbers of classes. It is assumed 
that the number of diseases equals 80 and the 
number of classes is 29. The multi-class 
classification starts from 3 classes and ends with 
29 classes where the number of patients equals 5, 
where at least one patient exits on each fold in the 
cross-validation process.   The genetic 
optimization proposed to measure the 
classification performance of the majority and 
minority classes based on a weighted cosine 
similarity as a distance measure for the k-nearest 
neighbor's algorithm. 
 
            The imbalanced ratio will influence the 
performance of the number of classes, as recorded 
can be too increased to be delivered correctly. 
Thus, as illustrated in Fig.7, we examine the ratio 
to ensure its effect on the number of classes. The 
performance of imbalance ratio parameters will 
versus increase the number of classes mainly due 
to a decrease in the G-mean characteristics. For 
example, in the case of the number of classes less 
than 13, the imbalance ratio performance is 
between (0-5). In addition, when the number of 
classes increased to the maximum value of 29, the 
imbalance ratio performance increased to 
approximately 10. This is due to the fact the 
disease classes are sorted in descending according 
to the number of patients with each disease.   

 

 
 

Figure  7 :  Imbalance Ratio For Each Number                                

                  of classes 
 

 
       Figures 8-12 present the classification 
performance metrics for varying classes, 
demonstrating that the number of classes 
significantly impacts the proposed method's 
effectiveness.  
  This becomes particularly clear for the 
imbalanced data set, which resulted in bias 
between the majority and minority classes. 
 
           In this case, changing classes effect 
improves the percentage of good correspondence 
by 3 to 12 classes.  This dataset contains the best 
weight to get the maximum value for G-mean, 
which consider unbiased for all classes. As 
anticipated, a small number of classes does not 
provide enough detail to accurately assess the 
classification performance, while including too 
many classes may result in excessive computations 
for all performance measurements.  The decrease 
in classification accuracy, precision, recall, and G-
mean as the number of classes increases can be 
attributed to using smaller ranges for each class. 
This results in more fuzzy and unstable regions, 
with data points that may be assigned to 
neighboring ranges.  
           To support this claim, we evaluated the 
classification accuracy, precision, recall, and G-
mean of the relationship between the number of 
classes and the corresponding model points, 
allowing us to examine the data for each point in 
the model through a k-nearest neighbors algorithm 
to enhanced weights with the genetic algorithm 
based on cosine similarity.  
As previously stated, the increase in the number of 
classes resulted in a decline in classification 
accuracy, ultimately reducing overall classification 
performance. 
 
 
 
 

Figure 8 : Comparison Of Classification Accuracy 
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Figure 9 :  Comparison Of Classification Macro-
Precision. 

 
Figure 1 :  Comparison Of Classification Macro-Recall 

 

 
 

Figure 11 :  Comparison Of Classification Macro-F1-
Score. 

 
          Table 3 : G-Mean result 

No. of Classes Benchmark Work of paper 

3 69.72 76.13 

4 63.14 68.97 

5 19.78 51.15 

6 11.86 54.04 

7 30.12 41.26 

8 0 34.24 

9 0 17.51 

10 0 9.02 

11 0 9.117 

12 0 9.68 

 

           The results show that using the genetic 
algorithm to optimize the weights used in the 
cosine similarity function enhances all 
performance metrics. The average for the 
classification performance is based on macro for 
accuracy, macro-precision, macro-recall, f1-score, 
and G-mean. The accuracy is increased to 6.66 %, 
precision up to 8.51 %, recall up to 6.61%, f1-score 
up to 6.84, and G-mean up to 52.87%. The results 
show that the significant impact is on G-mean as 
it’s used as an objective for generic algorithms, and 
the enhancement of the G-mean leads to the 
enhancement of all classification performance 
metrics. The G-mean metric reaches zero when the 
number of classes and imbalance ratio increases. 

 
6. CONCLUSION 
 
           Unbalanced class distribution is a significant 
challenge in machine learning classification. Often, 
the resulting classification can exhibit a bias toward 
majority classes at the expense of minority classes. 
Two methods have been put forward to overcome 
this problem: increasing the number of records for 
minority classes and modifying the classification 
algorithm. In this study, we utilize the genetic 
algorithm to select an optimized set of weights for 
the cosine similarity distance measure used in the k-
nearest neighbors algorithm. This enhanced 
approach is applied to the RAMEDIS dataset as a 
case study. The experiment enhances the accuracy, 
precision, recall, f1-score, and G-mean. This 
enhancement is decreased and reaches zero when the 
number of classes and imbalance ratio increase. 
Future work can handle this issue by reformulating 
the G-mean by smoothing its values to avoid giving 
zero when all instances of any classes are 
misclassified. 
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