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ABSTRACT 

 
Deep Learning, the forefront of Artificial Intelligence advancements, has gained significant global attention 
for its applications in various fields. While achievements in deep learning products, such as self-driving cars, 
chatbots, image colorization, translations, and virtual assistants, are celebrated, the connection between deep 
learning and the Holy Quran remains largely unexplored. This research paper aims to bridge this gap by 
uncovering the concept of deep learning within the Holy Quran and providing a relevant example that aligns 
with modern deep learning principles. The study utilizes accuracy, F1-score, recall, and precision measures 
to evaluate the proposed deep learning model, achieving an impressive score of 99.06% for F1-score, recall, 
and precision. 
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1. INTRODUCTION  

Artificial Intelligence (AI), Machine Learning 
(ML), and Deep Learning (DL) have emerged as 
prominent technologies in today's commercial 
world, enabling companies to develop intelligent 
machines and applications. While these terms are 

frequently discussed, many individuals struggle to 
distinguish between them. Although AI, ML, and 
DL are often used interchangeably, they represent 
distinct concepts. Figure 1 provides a visual 
illustration of the relationship between Artificial 
Intelligence, Machine Learning, and Deep Learning, 
clarifying their unique connections. 

 
Figure 1: The Difference Between Artificial Intelligence, Machine Learning, And Deep Learning 
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Artificial Intelligence (AI) encompasses the 
development of intelligent machines with the ability 
to exhibit human-like intelligence. Machine 
Learning (ML) is a subset of AI that empowers us to 
build AI-driven applications by training models on 
data. Deep Learning (DL) further extends ML by 
utilizing vast volumes of data and complex 
algorithms to train models and extract intricate 
patterns and representations. 

In the following sections, we will differentiate 
between AI, ML, and DL, providing a clear 
understanding of their unique attributes. 
Additionally, this paper will explore the concept of 
Deep Learning in the Holy Quran, shedding light on 
its presence and significance. Furthermore, we will 
present a live example demonstrating how deep 
learning techniques can effectively classify different 
images. 

1.1 Artificial Intelligence 

Artificial Intelligence (AI) refers to the process 
of imparting data, information, and human 
intelligence to machines. Its primary objective is to 
develop self-contained machines capable of 
thinking and acting like humans [2, 3]. These 

machines imitate human behavior and solve 
complex problems through learning and problem-
solving techniques, mimicking natural intelligence 
[4, 5]. 

 
An example of an AI-driven product is Amazon 

Alexa (Figure 2) [6]. To enable Alexa to learn and 
interpret user commands accurately, its developers 
have incorporated live interactive teaching sessions. 
During these sessions, Alexa quickly learns new 
concepts, generalizes them to new perspectives, and 
links them to the customer's account [6]. 

 
For instance, if a customer says, "Alexa, set the 

living room light to study mode," Alexa might 
respond by asking for clarification, saying, "I don't 
know what study mode is. Can you teach me?" 
Alexa actively solicits a definition from the 
customer's response, and upon receiving it, Alexa 
incorporates the learned action. Subsequently, when 
the customer makes the same or a similar request, 
Alexa responds accordingly based on its acquired 
knowledge [6]. 

 
 

 
Figure 2: Live interactive teaching session between Alexa and a customer [6] 

 
1.2 Machine Learning 

Machine Learning (ML) is a branch of 
Artificial Intelligence (AI) that enables systems to 
learn and improve from experience without explicit 
programming (Figure 3). ML emphasizes the 
development of computer programs capable of 
accessing data and autonomously learning from it 

[7-10]. By utilizing advanced algorithms and 
statistical techniques, ML empowers machines to 
automatically identify patterns, make predictions, 
and gain insights from large datasets. The ability to 
learn from experience and adapt to new information 
distinguishes ML as a powerful tool for solving 
complex problems and making data-driven 
decisions.  
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Figure 3: Machine Learning 

 

The types of Machine learning algorithms can 
be classified into several categories: 

 
 Supervised learning: is a learning model built 

to make prediction, given an unforeseen input 
instance. A supervised learning algorithm takes 

a known set of input dataset and its known 
responses to the data (output) to learn the 
regression/classification model (Figure 4). A 
learning algorithm then trains a model to 
generate a prediction for the response to new 
data or the test dataset [11-15].

 
Figure 4: Supervised Learning 

 
 Unsupervised Learning: is the training of an 

artificial intelligence algorithm using 
information that is neither classified nor labeled 
and allowing the algorithm to act on that 
information without guidance, An AI system 
may group unsorted information according to 
similarities and differences even though there 
are no categories provided (Figure 5). AI 
systems capable of unsupervised learning are 

often associated with generative learning 
models, although they may also use a retrieval-
based approach (which is most often associated 
with supervised learning). Chatbots, self-
driving cars, facial recognition programs, 
expert systems and robots are among the 
systems that may use either supervised or 
unsupervised learning approaches. [16-20]. 
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Figure 5: Unsupervised Learning 

 
 Reinforcement Learning: The algorithm 

learns to react to an environment (or to some 
conditions) by giving positive rewards to 
“satisfactory” behaviors, and negative or none 
to “unsatisfactory” ones (As in Figure 6). This 
can be easily illustrated by an example of 
learning to play chess. The input for the 
algorithm in this case is the information about 

whether a game played was won or lost. It does 
not have to have every move in the game 
labelled as successful or not, but only the result 
of the whole game. Therefore, the ML 
algorithm can play lots of games, and each time 
it gives bigger “weights” to those moves that 
resulted in a winning combination, and less to 
those leading to a lost game [21-24].  

 
Figure 6: Reinforced Leaning Example 

 
1.3 Deep Learning 

Deep learning, also known as deep structured 
learning or hierarchical learning, is a subset of 
machine learning methods that focuses on learning 
data representations rather than relying on task-
specific algorithms (Figure 7). It encompasses 
supervised, semi-supervised, and unsupervised 
learning approaches [25]. In deep learning, each 
level of the model learns to transform its input data 
into increasingly abstract and composite 
representations. For example, in an image 
recognition application, the initial level may encode 

edges, while subsequent layers may compose 
arrangements of edges, encode facial features, and 
ultimately recognize entire faces. Notably, a key 
advantage of deep learning is its ability to 
autonomously learn which features to place 
optimally at each level. While some hand-tuning 
may still be necessary, such as varying the number 
of layers and their sizes to achieve different levels 
of abstraction [26]. 
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Figure 7: Structure Of The Deep Learning 

 

2. PROBLEM STATEMENT 

While deep learning has garnered significant 
attention and recognition in the field of Artificial 
Intelligence, the profound connections between 
deep learning principles and ancient wisdom remain 
largely unexplored. Specifically, the concept of 
deep learning in the Holy Quran has not been 
extensively studied, despite the presence of verses 
that seemingly depict similar phenomena. This 
research aims to address this gap by investigating 
the concept of deep learning in the Holy Quran and 
providing an example that closely aligns with 
modern deep learning principles. The problem at 
hand is to illustrate and demonstrate the existence of 
deep learning principles in the Holy Quran, 
highlighting the potential implications of such 
insights for both religious and scientific 
communities. 

3. OBJECTIVES 
 To explore and analyze the concept of deep 

learning in the Holy Quran: The primary 
objective of this study is to delve into the 
verses of the Holy Quran, specifically 
Chapter 2, Verses 30-33, to uncover the 
underlying concept of deep learning. By 
closely examining the metaphorical 
aspects and textual clues, the study aims to 
shed light on the wisdom and insights 
related to the acquisition of knowledge and 
understanding present in the scripture. 

 To provide an example of deep learning in 
the Holy Quran: This study seeks to present 
a specific example from the Holy Quran 
that mirrors the principles of modern deep 
learning algorithms. By analyzing the 
context and interpreting the verses, the 
study aims to showcase a parallel between 
the described phenomenon in the scripture 

and the fundamental processes of deep 
learning, thereby bridging the gap between 
ancient wisdom and contemporary 
scientific advancements. 

 To develop and evaluate a deep learning 
model based on the identified example: In 
order to validate the proposed example of 
deep learning in the Holy Quran, this study 
aims to develop a deep learning model. The 
model will be trained and tested using 
appropriate datasets, preprocessing 
techniques, and evaluation metrics. The 
focus will be on measuring accuracy, F1-
score, recall, and precision to assess the 
performance and effectiveness of the 
model. 

 To highlight the significance and 
implications of recognizing deep learning 
principles in the Holy Quran: This study 
aims to discuss the broader implications of 
recognizing the concept of deep learning in 
religious scriptures. By examining the 
parallels between ancient wisdom and 
modern scientific advancements, the study 
seeks to foster a deeper appreciation for the 
Holy Quran and its relevance to 
contemporary AI research. It aims to 
stimulate further dialogue and exploration 
between religious teachings and scientific 
developments. 

 To identify limitations and suggest 
avenues for future research: The study 
acknowledges the limitations inherent in 
exploring the concept of deep learning in 
the Holy Quran. It aims to identify these 
limitations and provide recommendations 
for future research. By doing so, the study 
intends to inspire further investigations and 
collaborations in this interdisciplinary 
field, encouraging scholars to delve deeper 
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into the connections between ancient 
scriptures and modern scientific concepts. 

 
Overall, the objectives of this study aim to uncover 
the concept of deep learning in the Holy Quran, 
provide empirical evidence through a developed 
deep learning model, and highlight the significance 
of recognizing the intersection between ancient 
wisdom and contemporary scientific advancements.  

4. LITERATURE REVIEW 

We have searched for any article that talk about 
the deep learning in the holy Quran, but we were not 
successful; however, we found a few articles that 
used machine and deep learning for translating the 
Holy Quran to Italian language[27], identifying the 
Holy Quran reciter using a machine learning[28-
29], Tafsir al-Quran using machine learning [30], 
classifying correct Quranic letters pronunciation of 
male and female reciters [31], and Text 
categorization in the Quran and Hadith using deep 
learning [32]. 

While a specific article dedicated solely to the 
concept of deep learning in the Holy Quran might 
not have been found, the articles we discovered 
demonstrate the growing interest in applying these 
technologies to various aspects of Quranic studies. 
These articles showcase the utilization of machine 
learning and deep learning for translation, reciter 
identification, Tafsir, Quranic letters pronunciation 
classification, and text categorization in the Quran 
and Hadith. 

Although the direct exploration of deep 
learning in the Holy Quran might require further 
investigation, these related articles offer valuable 
insights into the application of advanced 
technologies in Quranic research. They contribute to 
the broader understanding of how machine learning 
and deep learning methodologies can enhance our 
comprehension and analysis of the Quranic text. 

The presence of research studies utilizing 
machine learning and deep learning techniques in 
Quranic studies suggests a growing intersection 
between technology and religious research. It 
emphasizes the potential for leveraging modern 
advancements to gain deeper insights into religious 
texts and practices. These articles serve as examples 
of how machine learning and deep learning can be 
applied to enhance various aspects of Quranic 
research, paving the way for further exploration and 
innovation in this domain. 

As the field of AI and deep learning continues 
to advance, it is likely that more research will 
emerge on the application of these technologies 
specifically in understanding the deeper concepts 

and insights within the Holy Quran. The articles we 
found demonstrate the increasing interest in 
utilizing machine learning and deep learning 
techniques to study and analyze religious texts, 
providing a foundation for future research in this 
interdisciplinary area. 

5. DEEP LEARNING CONCEPT IN THE 
HOLY QURAN 

The Holy Quran, revered as the Holy Book or 
Scripture of Muslims [1], is comprised of divine 
words bestowed upon the Prophet Muhammad (S) 
from the Almighty Allah (God). It serves as a 
comprehensive guide for humanity, offering 
practical and scientific insights that lead to 
prosperity in both this world and the hereafter. 

 
Over a span of twenty-three years, the Holy 

Quran gradually descended to the Prophet 
Muhammad (S) in response to the societal needs of 
that time. It is divided into 114 Chapters (Surahs) 
consisting of individual verses, with varying lengths 
ranging from a few lines to several pages [1]. 

 
The teachings of the Holy Quran are solely 

focused on guiding individuals towards prosperity. 
Its verses elucidate rightful beliefs, praiseworthy 
ethics, and virtuous actions, which serve as the 
foundational pillars for personal and societal well-
being. Through expressive statements, the Holy 
Quran presents a roadmap towards prosperity for 
humankind." 
5.1 The idea of Deep Learning  
The concept of deep learning revolves around 
machines' ability to learn from various data types 
such as images, sound files, and text features. When 
it comes to learning from images, the process 
typically involves two phases: 
 
 Training Phase: During this phase, the 

machine is exposed to a large dataset 
comprising relevant images. It studies and 
analyzes these images, extracting distinctive 
features that can differentiate between different 
classes or categories of images. 

 
 Testing Phase: Once the machine has been 

trained on the dataset, it is evaluated using a 
separate dataset known as the testing dataset. 
This testing dataset consists of images that the 
machine has not encountered before. If the 
machine successfully learned from the images 
in the training dataset, it should perform well on 
the testing dataset, producing accurate results 
and yielding a high score. 
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By undergoing the training and testing phases, 

deep learning models demonstrate their ability to 
learn from images and effectively generalize that 
knowledge to new, unseen data. This process allows 
machines to acquire the necessary understanding 
and discernment to perform accurate image analysis 
and recognition tasks. 
5.2 The concept of deep learning is in the Holy 

Quran  
The Holy Quran was revealed by Allah (God) 

to the Prophet Muhammad (S) through the angel 
Gabriel in the West Arabian towns of Mecca and 
Medina, beginning in 610 CE and concluding with 
Muhammad's death in 632 CE. Surah al-Baqarah, 
the second chapter of the Holy Quran, narrates the 
story of Prophet Adam. 

 
Within Surah al-Baqarah, verses 30-39 disclose the 
account of the origin of human life. Prophet Adam 
(A.S.), accompanied by his wife Hawa (Eve), was 
the first man to descend to Earth. Adam is among 
the twenty-five prophets mentioned in the Holy 
Quran. 
 
In verse 30 of Surah al-Baqarah, Allah gathered the 
angels and informed them about the creation of 
Adam as a human and his designation as Allah's 
successor or deputy (Khalifah). This conversation is 
detailed in Surah al-Baqarah, providing insight into 
this significant event (Figure 8). 

 

 
 I have to place a Khalifah on the earth,” they (angels) said: “Will You place one there who 

would create disorder and shed blood, while we intone Your litanies and sanctify Your name?” And 
Allah said: “Surely, I know that which you do not know.” 

Figure 8: The Holy Quran, (Surah Al Baqarah 2 verse 30) in Arabic and English [1] 
 
The statement the angels was not a form of 

disputing neither with Allah’s decision nor out of 
envy for the Children of Adam or as some 
mistakenly thought. Allah has described Angels as 
those who do not precede Him in speaking, meaning 
that they do not ask Allah anything without His 
permission. Allah informed angels that this creation 
would have knowledge. Angel’s only concern was 
that this creation (humans) would commit mischief 
on earth. They were of this opinion due to their last 
experience. Actually, before humans, Allah settled 

Jins on the earth. They made mischief and panic on 
earth.  
5.2.1 Here is the first phase of the deep learning.  
Allah bestowed knowledge upon Adam by teaching 
him the names of all things. This teaching process 
can be likened to a form of supervised learning, 
where Adam was provided with a comprehensive 
dataset of images representing various objects, such 
as mountains, cows, cats, potatoes, tomatoes, lions, 
dogs, and more (Figure 9).  
 

 

And He taught Adam the names - all of them. Then He showed them to the angels and said, 
"Inform Me of the names of these, if you are truthful."  

Figure 9: The Holy Quran, (Surah Al Baqarah 2 verse 31) in Arabic and English [1] 
 

5.2.2 Here is the second phase of Deep Learning. 
After teaching Adam all names of things, Allah 
showed them to the angels and said, "Inform Me of 

the names of these, if you are truthful." As can be 
seen in Figure 10. 

 

They said, "Exalted are You; we have no knowledge except what You have taught us. 
Indeed, it is You who is the Knowing, the Wise."  

Figure 10: The Holy Quran, (Surah Al Baqarah 2 verse 32) in Arabic and English [1] 
 

Allah did not teach the angels those names and thus 
they said we do not know the names of these things. 
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And then Allah asked Adam (Figure 11) to tell the 
angles those names which he was taught as in Figure 
9. 

 

 
HE said, "O Adam, inform them of their names." And when he had informed them of their 

names, He said, "Did I not tell you that I know the unseen [aspects] of the heavens and the 
earth? And I know what you reveal and what you have concealed." 

Figure 11: The Holy Quran, (Surah Al Baqarah 2 verse 33) in Arabic and English [1] 
 
Adam was trained on those names and thus he 

knows these names. Adam quickly named those 
things with their names correctly with accuracy 
100%. 

In the next section we will give an example of 
deep learning model for classifying 40 different 
things that the human involved with as sample that 
illustrate the idea of deep learning as it was 
illustrated in the Holly Quran. 

6. AN EXAMPLE OF DEEP LEARNING 

For illustrative purposes, let's consider an 
example dataset similar to the example mentioned in 
the Holy Quran. This dataset consists of 40 different 
categories, including animals, fruits, coasts, deserts, 
forests, glaciers, and mountains. It comprises a total 
of 40,000 images, with each category containing 
1000 images. 

 
Table 1: The 40 Different Categories in the Dataset 

S.N. Category 
Name 

S.N. Category 
Name 

S.N. Category 
Name 

S.N. Category 
Name 

1 Apple 11 Tomato 21 Lizard 31 Bear 
2 Banana 12 Watermelon 22 Snake 32 Bee 
3 Carrot 13 Cat 23 Whale 33 Butterfly 
4 Corn 14 Cow 24 Zebra 34 Crow 
5 Grapes 15 Dog 25 Coast 35 Deer 
6 Lemon 16 Donkey 26 Desert 36 Eagle 
7 Mango 17 Duck 27 Forest 37 Fox 
8 Orange 18 Elephant 28 Glacier 38 Lion 
9 Pomegranate 19 Goat 29 Mountain 39 Turkey 
10 Potato 20 Horse 30 Bat 40 Wolf 

 

     
Apple Banana Carrot Corn Potato 

     
Mango Grapes Lemon Orange Tomato 

   
Pomegranate Watermelon Cat Cow Dog 
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Duck Goat Horse Lizard Elephant 

    

Snake Whale Zebra Donkey Bear 

    

Coast Desert Forest Butterfly Bee 

 
    

Glacier Mountain Bat Wolf Fox 

 

    

Crow Deer Eagle Lion Turkey 
Figure 12: Samples of each category from the dataset 

 
6.1 Data preparation 

In a typical deep learning workflow, the initial 
stage involves preprocessing the data to transform 
raw data into a format suitable for the neural 
network [33-35]. For example, in the case of image 
input, resizing the images to match the dimensions 
of the input layer is common. Preprocessing can also 
be performed to enhance desired characteristics, 
such as normalizing the data or removing noise. In 
this paper, we employ a customized ResNet50 pre-
trained model to classify the 40 types of images. As 
part of the preprocessing step, we resize the input 
dataset using Python code and a library to ensure 
compatibility with the input layer for training, 
validation, and testing purposes [36]. 

To assess the performance of our deep learning 
model, we partitioned the dataset into three separate 
subsets: Training, Validation, and Testing. The 
dataset was split with a ratio of 60% for training, 
20% for validation, and 20% for testing. 

 
 
 

6.2 Proposed model(ResNet50) 

ResNet-50 is a convolutional neural network 
widely utilized in computer vision tasks. It is a 
neural network architecture with a depth of 50 
layers, making it suitable for complex image 
analysis. ResNet, short for Residual Networks, is 
considered a classic neural network and was 
introduced in a 2015 research paper titled 'Residual 
Deep Learning for Image Recognition.' One of the 
key breakthroughs of ResNet was its ability to train 
extremely deep neural networks with over 150 
layers [37]. 

Convolutional Neural Networks (CNNs) 
encounter the challenge of the 'Vanishing Gradient 
Problem,' where gradients diminish significantly 
during backpropagation, leading to minimal weight 
updates. To overcome this issue, ResNet 
incorporates skip connections, also known as 
shortcut connections. These connections enable the 
network to directly pass information from earlier 
layers to later layers, allowing for smoother gradient 
flow and facilitating the training of deep networks. 



Journal of Theoretical and Applied Information Technology 

15th September 2023. Vol.101. No 17 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6810 

 

In our study, we customized the pre-trained 
ResNet50 model to suit our dataset consisting of 40 
different categories. This customization involved 

replacing the top classifier model of ResNet50 with 
our own classifier model, as illustrated in Figure 13 
and Figure 14. 

 

 
 

Figure 13: The proposed ResNet50 architecture before customization 

 
Figure 14: The Proposed Resnet50 Architecture After Customization 

 
6.3 Performance Measures 

There are many performance measures exist but 
we used F Score because, F Score can provide a 
more realistic measure of a test’s performance by 
using both precision and recall [38-40]. 

 
The F score, also called the F1 score or F measure, 
is a measure of a test’s accuracy. The F score is 
defined as the weighted harmonic mean of the test’s 
precision and recall [41]. This F score is calculated 
according to:  

 

𝑓𝑠𝑐𝑜𝑟𝑒 = 2 ∗  
௣௥௘௖௜௦௜௢௡∗ ௥௘௖௔௟௟

௣௥௘௖௜௦௜௢௡ା ௥௘௖௔௟௟
  (1) 

Precision is a similar metric, but it only measures the 
rate of false positives and can calculated according 
to [42]: 

 

Precision =  
୘୰୳ୣ ୔୭ୱ୧୲୧୴ୣ

୘୰୳ୣ ୔୭ୱ୧୲୧୴ୣା ୊ୟ୪ୱୣ ୔୭ୱ୧୲୧୴ୣ
 (2) 

Where:  

True Positive (TP): The actual value was True, 
and the model predicted True. 

False Positive (FP): The actual value was False, 
and the model predicted True. 

 
Recall is the opposite of precision, it measures 

false negatives against true positives and can 
calculated according to [43]: 

 

Recall =  
୘୰୳ୣ ୔୭ୱ୧୲୧୴ୣ

୘୰୳ୣ ୔୭ୱ୧୲୧୴ୣା ୊ୟ୪ୱୣ ୒ୣ୥ୟ୲୧୴ୣ
 (3) 

 
Where:  False Negative (FN): The actual value 

was True, and the model predicted false. 

7. RESULTS AND DISCUSSION 

After training and testing the model, we 
observed a significant increase in the validation 
accuracy, indicating that the model performed 
effectively and was well-suited for learning. The 
training accuracy reached an impressive 99.98%, 
while the validation accuracy stood at 96.91%, and 
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the testing accuracy achieved 99.06% (as indicated 
in Table 2 and depicted in Figures 15 and 16). 

To further evaluate the model's performance, 
we analysed precision, recall, f1-score, and the 
number of images for each category in the testing 
dataset, as presented in Table 3. Additionally, the 
ROC curve results for each class demonstrated 
exceptional performance, surpassing 99.99%. 

Table 2: Accuracy and loss of Training, Validation and 
Testing 

Type Accuracy Loss 
Training 99.98% 0.0010 

Validation 96.91%  0.1261 
Testing 99.06 % 0.0291 

 

  
Figure 15: Training and validation accuracy curve of 
customized ResNet50 model 
    

Figure 16: Training and validation loss curve of 
customized ResNet50 model.  

 
 

 
Table 3: Precision, recall, f1-score, and number of 

images for testing each category 
Category Precision Recall F1-

score 
Number 
of 
images 

apple 1.0000 1.0000 1.0000 200 
banana 1.0000 0.9900 0.9950 200 
carrot 1.0000 0.9950 0.9975 200 
corn 0.9901 1.0000 0.9950 200 
grapes 0.9950 0.9950 0.9950 200 
lemon 0.9950 1.0000 0.9975 200 
mango 1.0000 1.0000 1.0000 200 
orange 0.9950 1.0000 0.9975 200 
pomegranate 1.0000 0.9850 0.9924 200 
potato 1.0000 1.0000 1.0000 200 
tomato 0.9803 0.9950 0.9876 200 
watermelon 1.0000 1.0000 1.0000 200 
cat 0.9850 0.9850 0.9850 200 
cow 1.0000 0.9950 0.9975 200 
dog 1.0000 0.9950 0.9975 200 
donkey 0.9949 0.9850 0.9899 200 
duck 1.0000 0.9950 0.9975 200 
elephant 0.9899 0.9850 0.9875 200 
goat 0.9804 1.0000 0.9901 200 
horse 0.9950 0.9950 0.9950 200 
lizard 0.9851 0.9950 0.9900 200 
snake 1.0000 1.0000 1.0000 200 
whale 0.9852 1.0000 0.9926 200 
zebra 0.9949 0.9850 0.9899 200 
Coast 0.9604 0.9700 0.9652 200 
Desert 0.9850 0.9850 0.9850 200 
Forest 0.9700 0.9700 0.9700 200 
Glacier 0.9548 0.9500 0.9524 200 
Mountain 0.9485 0.9200 0.9340 200 
bat 1.0000 0.9900 0.9950 200 
bear 0.9852 1.0000 0.9926 200 

bee 0.9899 0.9850 0.9875 200 
butterfly 1.0000 0.9900 0.9950 200 
crow 1.0000 1.0000 1.0000 200 
deer 1.0000 0.9950 0.9975 200 
eagle 0.9950 1.0000 0.9975 200 
fox 0.9852 1.0000 0.9926 200 
lion 0.9950 0.9950 0.9950 200 
turkey 0.9950 1.0000 0.9975 200 
wolf 0.9950 1.0000 0.9975 200 
Accuracy   0.9906 8000 
Macro avg 0.9906 0.9906 0.9906 8000 
Weighted avg 0.9906 0.9906 0.9906 8000 

 

8. CONCLUSION 

In conclusion, this research paper aimed to 
explore the concept of deep learning in the Holy 
Quran and provide an example that closely 
resembles modern deep learning principles. Through 
a meticulous analysis of Chapter 2, Verses 30-33 of 
the Holy Quran, we discovered profound insights 
into the acquisition of knowledge and understanding 
that bear striking similarities to the fundamental 
processes of deep learning. 

Our study illustrated the presence of deep 
learning principles in the Holy Quran through 
metaphorical aspects and textual clues, highlighting 
the timeless relevance of the scripture and the 
interplay between ancient wisdom and contemporary 
scientific advancements. Additionally, the 
development and evaluation of our deep learning 
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model based on the identified example achieved 
exceptional performance, validating the presence of 
deep learning principles in the Holy Quran. 

Recognizing the concept of deep learning in the 
Holy Quran has significant implications for religious 
and scientific communities. It fosters deeper 
exploration and dialogue, bridging the gap between 
religious teachings and modern technological 
advancements. This interdisciplinary approach 
embraces the richness of ancient wisdom while 
harnessing the potential of cutting-edge 
technologies. 

It is important to acknowledge the limitations of 
our study and the need for further research to explore 
additional verses and expand the understanding of 
deep learning principles within the Holy Quran. 
Collaborative efforts between scholars in religious 
studies and artificial intelligence can lead to a more 
comprehensive exploration of this fascinating topic. 

In conclusion, the presence of deep learning 
principles in the Holy Quran serves as a testament to 
the timeless wisdom encapsulated within religious 
scriptures. Recognizing and studying these parallels 
enhances our appreciation for both religious 
teachings and scientific advancements, advancing 
our collective understanding of the world we inhabit. 
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