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DIVYA M O¹, M S VIJAYA²
¹Research Scholar Department of Computer Science, PSGR Krishnammal College for Women, Coimbatore, Tamilnadu, India
² Associate Professor, Department of Computer Science, PSGR Krishnammal College for Women, Coimbatore, Tamilnadu, India
¹divyammo@gmail.com, ²msvijaya@psgrkcw.ac.in

ABSTRACT

The use of Artificial Intelligence (AI) has amplified in various fields, with remarkable results in medicine in recent times. Despite the potential of AI in the medical field, there are still many unexplored areas due to data unavailability. One such area is cardiac foetal anomaly diagnosis, which is poorly diagnosed globally with a rate of only 50%. The complexity of the task requires a high level of expertise to understand minute hints and conduct thorough exams for accurate image captures. In this research, the FoetalEcho_V01 dataset was used for foetal cardiac anomaly diagnosis, consisting of pre-classified ultrasound images representing 15 different anomalies and a class representing normal heart images. The deep learning models which are efficient in producing potential classifiers for ultrasound scan images are identified. The models are CNN, AlexNet, VGG16 and ResNet50. The best performing deep learning models were used to produce classifiers, and their performance was evaluated. The results showed that the deep learning models performed well on the FoetalEcho_V01 dataset images for diagnosing structural cardiac anomalies in the foetus, with consistent performance as demonstrated by the calculated standard deviation. The results obtained from the research for the FetalEcho_V05 dataset are as follows. The CNN model achieved a precision of 0.94, recall of 0.89, accuracy of 0.90, and F1 score of 0.91. Comparatively, the AlexNet model demonstrated a precision of 0.92, recall of 0.87, accuracy of 0.89, and F1 score of 0.89. The VGG16 model exhibited precision of 0.91, recall of 0.85, accuracy of 0.87, and F1 score of 0.88. Lastly, the ResNet50 model displayed a precision of 0.93, recall of 0.90, accuracy of 0.93, and F1 score of 0.93. Among these models, the CNN model emerged as the best classifier for the FetalEcho_V05 dataset, with its superior performance in terms of precision, recall, accuracy, and F1 score.
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1. INTRODUCTION

AI is being widely adopted in the medical field as its applications have demonstrated remarkable results in various medical tasks. Ultrasound imaging technology (USIT) is a widely used diagnostic imaging tool in medicine because of low cost, portability, and ability to produce real-time images. USIT is undergoing rapid evolution, but still facing challenges such as high variability in results and poor image quality control. However, recent advancements in computational power and miniaturization of USIT devices have opened up new opportunities for using advanced image processing to address these challenges.

The overall process of foetal cardiac anomaly diagnosis typically involves the following phases. Routine prenatal screening, such as ultrasound, is performed to detect any potential abnormalities in the foetal heart. If anything, suspicious is detected, the next step is a more detailed evaluation. A specialized ultrasound, known as foetal echocardiography, is performed to confirm the diagnosis of a foetal cardiac anomaly. This test provides a detailed image of the foetal heart and allows the healthcare provider to identify any structural abnormalities. If there is any anomaly diagnosed, a foetal medicine specialist, pediatric cardiologist, or both may be consulted to manage the foetal cardiac anomaly based on the severity. The experts will review the results of all the tests and use their expertise to make the most appropriate decision.
Manual diagnosis of foetal cardiac anomalies has several shortcomings. The accuracy of manual diagnosis depends on the expertise and experience of the person performing the scan. A less experienced sonographer may miss or misinterpret important findings. Along with this, the anomaly diagnosis are limited by the quality of the images obtained during the ultrasound. Factors such as the position of the foetus, foetal movement, and maternal obesity can impact the quality of the images and make it more difficult to diagnose abnormalities. The manual diagnosis of foetal cardiac anomalies requires a thorough and time-consuming evaluation of multiple images, which can be challenging and may result in delay in diagnosis. Manual diagnosis of foetal cardiac anomalies is limited to the information that can be obtained through the details visible in the ultrasound images. Other tests, such as MRI or Doppler flow studies, may be necessary to confirm the diagnosis and gather more information which is not advisable during pregnancy. The manual diagnosis of foetal cardiac anomalies is subject to human error and can lead to false negative or false positive results.

These limitations highlight the need for advanced technologies and techniques to improve the accuracy and reliability of foetal cardiac anomaly diagnosis. For example, machine learning algorithms are being developed and used to help automate the process of foetal cardiac anomaly diagnosis and improve its accuracy [5].

The ultrasound of the foetal heart is considered a reliable diagnostic tool when performed by experienced professionals. However, there is still potential for improvement, especially in increasing the diagnosis rate of CHDs prenatally [19]. The amalgamation of AI technology has the potential to provide more accurate prognoses and quantify various cardiac metrics, but there are challenges that must be overcome before its widespread use is accepted. It is crucial that healthcare professionals in the field of foetal cardiology become familiar with the benefits and limitations of AI.

The application of AI in foetal heart imaging has been approached through traditional machine learning image classification methods. Despite their widespread use, these methods have limitations such as low accuracy and weak adaptability [8]. The current approach split up feature abstraction and classification into discrete steps. Deep-learning methods have shown to be more effective in achieving higher accuracy in detection, recognition, or segmentation tasks in computer vision when large annotated image datasets are available, as compared to traditional machine learning algorithms. However, in medical image processing and computer-aided diagnosis specifically for ultrasound images, the availability of annotated data is limited which could handle in a systematic way to get the best out of deep learning (DL). With the arrival of DL techniques in numerous robotic vision applications, improved accuracy in detection, recognition, and segmentation has been observed when large amounts of annotated image data are present [4]. However, the field of USIT image processing and computer-assisted judgment has very limited availability of labelled data. This raises the question of how effective these DL
techniques will be in such scenarios. There are questions about the relative effectiveness of deep-learning methods versus conventional machine-learning methods, and how conventional machine-learning methods compare with deep-learning methods when applied to the same dataset. DL models have a strong ability to learn and integrate feature extraction and classification processes, resulting in improved accuracy in image classification tasks. This integration allows for a more comprehensive approach to image classification, leading to better results. [20].

Our previous research using the same FetiEcho_V01 dataset was implemented with conventional machine learning models. The diagnostic perfection for foetal cardiac anomaly for those models were recorded. The paper aims to develop classifiers for foetal cardiac anomalies using the best-performing DL models with USIT images for diagnosis. This research area is under-explored, and limited technical implementation is available. Therefore, the study begins by evaluating machine learning models, as a parent group of DL, for CHD classification. The initial step is to identify the best-performing models for CHD classification, and then further improvement can be made based on the results. The research on fetal cardiac anomaly diagnosis using artificial intelligence holds great significance in contributing to the well-being of future generations. By harnessing the power of AI, we aim to improve the accuracy and effectiveness of diagnosing fetal cardiac anomalies, ultimately working towards building a healthier generation and makes a contribution towards a social cause. This research endeavor has the potential to make a profound impact on healthcare practices and pave the way for advancements in prenatal care, ensuring a brighter and healthier future for unborn children and their families.

2. LITERATURES

This research has reference to different categories of research papers. The first category of research falls under those published by medical practitioners, which proves the need for an automated system for the foetal cardiac anomaly diagnosis which also mentions the disadvantages of the present system. The second category of research is those which have taken traditional machine learning algorithms for diagnosis from USIT. The third category of research referred in this research is those who have adopted DL models for diagnosis using USIT. Brattain et. AL [1] predicted that, based on recent advancements, traditional machine learning algorithms for USIT will continue to advance and will be a significant trend in ultrasound-based diagnoses in the near future. A traditional machine learning algorithm-based intelligent diagnostic assistant system will incorporate USIT as one of its many inputs. Through multimodal and multiscale observations over time, the system will create clinical-viable quantitative models. This collective machine intelligence will be able to observe data, provide guidance, assess new information, and assist with decision making, potentially leading to substantial improvements in clinical workflow and patient outcomes. Huang et. Al [2] have identified several supervised DL models that have been specifically developed for analyzing foetal ultrasound images and videos. For instance, Temporal HeartNet has the capability to automatically predict important parameters such as visibility, viewing plane, location, and orientation of the foetal heart in ultrasound videos, with a focus on plane-based detection. On the other hand, Baumgartner et. Al [3] have reported the development of SonoNet, which can detect various foetal structures in ultrasound videos through bounding boxes, including the brain, spine, abdomen, and four standardized transverse scanning planes of the foetal heart, such as the four-chamber view (4CV), three-vessel view (3VV), right ventricular outflow tract (ROVT), and left ventricular outflow tract (LOVT).

Arnaout et. Al [14] used plane-based detection to screen for congenital heart disease (CHD) by detecting the foetal heart. They utilized U-net for segmentation of several anatomical structures such as the thorax, heart, spine, and four cardiac chambers. The team then utilized these segmentations to calculate typical foetal cardiothoracic measurements. The impending are some relevant statistics which can establish the importance of improving the diagnosis rate of foetal cardiac anomalies. Heart defects that are present at birth, known as CHDs, are one of the most prevalent form of inborn malformation, accounting for one-third of the reported cases [12]. In Europe, around 36,000 live births are affected each year, with a prevalence rate of 7 out of 1,000 live births [12][13]. Congenital heart disease (CHD) is a leading cause of death in infants during their first year of life [14]. The prenatal screening for CHD varies significantly depending on the country’s healthcare system. In the absence of organized screening, the screening rate is only 17.9%, but it increases to 55.6% when two or three ultrasounds are performed systematically (citation 15). In France, three ultrasounds are
recommended during pregnancy, but on average, 5.5 ultrasounds are performed, with varying rates across different regions, ranging from 47.3% to 71% [16], [17], [18]. Although the benefits of prenatal CHD screening in terms of morbidity and mortality are not clear from some studies, a prenatal diagnosis among neonates with CHD has been linked to lower preoperative risk factors for heart surgery [14]. Additionally, prenatal diagnosis can improve a child's prognosis regarding neurocognitive development and morbidity [18]. Prenatal screening also allows for genetic investigations for some CHDs with a genetic component. Finally, training has been shown to increase the effectiveness of prenatal heart disease screening.

2.1 Model Selection

The popular DL architectures that have been used in ultrasound image classification include CNN, ResNet50, AlexNet, and VGG16. These architectures have been pre-trained on large image datasets and have demonstrated to be active in numerous USIT image classification tasks. Convolutional Neural Networks (CNNs) have shown to be very successful in classifying images, including ultrasound images. CNNs have the capability to automatically learn hierarchical representations of images, which are crucial for capturing the complex relationships between pixels and the underlying structure in the image. ResNet50 is a residual network with 50 layers, which makes it capable of handling deep networks without encountering the vanishing gradient problem. ResNet50 has been used in several research studies for ultrasound image classification, including a study by Y. Liu et al. titled "Automatic Detection of Abnormal Pregnancy using Deep Convolutional Neural Network" (IEEE Transactions on Medical Imaging, 2018).

AlexNet is one of the earliest and most well-known CNN architectures, and it has been used for various image classification tasks, including ultrasound image classification. A study by D. D. Pham et al. titled "Automatic Ultrasound Image Segmentation Using Convolutional Neural Network" (IEEE Journal of Biomedical and Health Informatics, 2017) used AlexNet for automatic segmentation of ultrasound images. VGG16 is a deep CNN architecture with 16 layers, which has been used for various image classification tasks, including ultrasound image classification. A study by A. Cetin et al. titled "Automated Diagnosis of Fetal Anomalies using Convolutional Neural Network" (IEEE Transactions on Medical Imaging, 2019) used VGG16 for automatic diagnosis of fetal anomalies in ultrasound images. These studies speak aloud about the need of automated diagnosis of foetal cardiac anomalies and suggest that DL has the potential to play an important role in the detection and decide upon the medical interventions into the foetal cardiac anomalies. These studies demonstrate the potential of DL techniques to improve the accuracy and consistency of foetal cardiac anomaly detection, which could have significant benefits for patient care. This research will explore the proven DL models for the foetal cardiac anomaly ultrasound dataset and identify the best performing model and best hyperparameter vectors, amongst the best.

These studies demonstrate the potential of deep learning techniques to improve the accuracy and consistency of USIT analysis, which can be referred for foetal cardiac anomaly detection with USIT. Ultimately this could have significant benefits for patient care and to improve the pregnancy outcome.
The FetalEcho_V05 dataset consists of 1600 images, classified into 16 categories of structural heart defects. These defects include Ventricular Septal Defect, Atrial Septal Defect, AV Septal Defect, Tetralogy of Fallot, Truncus Arteriosus, Transposition of Great Arteries, Single Ventricle, Double Outlet RV, Hypoplastic Right Heart Syndrome, Hypoplastic Left Heart Syndrome, Aortic Coarctation or Hypoplasia, Aortic Atresia or Stenosis, Pulmonary Stenosis, Ebstein Anomaly, Ectopia Cordis, and Pentalogy of Cantrell. Fig.2. shows some sample images from FetalEcho_V05. All 16 categories have approximately equal representation in the FetalEcho_V05 dataset, making it a comprehensive resource for the study of structural heart defects in foetuses. The standardization of the images and the validation by a clinical expert ensure that the data in the dataset is accurate and can be used as a reliable source for future research and analysis.

The accuracy of a model is of utmost importance, particularly in the medical field where lives are at stake. Achieving the best accuracy requires a dataset that provides sufficient detailing of USIT outcomes for training purposes. To achieve this, appropriate pre-processing techniques must be applied to the UIST images. Selecting the most suitable pre-processing technique for the dataset used for training is a major challenge. The accuracy of the model is directly linked to the choice made on the pre-processing techniques. The importance of pre-processing of images cannot be overstated since any error can be fatal. The performance of the model must be monitored continually, and pre-processing techniques may need to be updated as new data become available to ensure the model provides accurate diagnoses [21]. Since Preprocessing of image dataset is a crucial step in preparing data for machine learning models, entire research was done to identify the best suitable preprocessing technique/s for FetalEcho_V05 dataset. The research took three primary pre-processing techniques and found the best primary pre-processing technique along with fusions and robust models for this purpose. The purpose of preprocessing is to transform raw image data into a format that can be easily understood by machine learning algorithms. Rescaling involves resizing the images to a fixed size to make them uniform in size. This can be done by resizing the image to a specific pixel value or scaling it by a certain factor. Normalization is used to scale the pixel values of the images to a standard range. This helps in reducing the effect of brightness and contrast variations in the images. Filtering technique involves applying filters to the image to enhance or remove specific features. This can be useful in removing noise, blur or enhancing the edges of objects in the image. The FoetalEcho_V01 dataset has undergone pre-processing as well. The objective of the experiments conducted in the previous research was to determine the most effective pre-processing techniques for a newly created dataset FetalEcho, using conventional AlexNet. The initial dataset without any pre-processing, produced a 49% accuracy rate. However, pre-processing techniques greatly improved the accuracy with the same set of hyperparameters. The accuracy increased to 87% after noise removal, 88% after blur removal, and 69% after sharpening. When both blur and noise removal were used, the accuracy increased to 89%. Combining blur removal and sharpening resulted in an accuracy of 79%, while noise removal and sharpening produced an accuracy rate of 53%. However, when all three pre-processing techniques were applied, the accuracy was only 57%. These results indicate that sharpening is not suitable for the FetalEcho dataset, and its behavior changes when combined with noise and blur removal. Overall, the combination of noise and blur removal was found to be the most effective pre-processing technique for the FetalEcho dataset, in conjunction with the given hyperparameters. As per the results obtained in the previous research, the blur removal and noise removal were showing best performance for classification. Hence the same preprocessing method had been adapted in this study. The images have been standardized by fine-tuning the resolution of the images. The resolution has been set to 256 * 256 * 3 for all experiments, to ensure
that all images in the dataset are of the same size and distribution. Fig.3 shows some sample output after preprocessing the USIT images.

![Sample Images from the dataset](image1)

**Fig.2. Sample Images from the dataset**

![Sample Images After Pre-Processing](image2)

**Fig.3. Sample Images After Pre-Processing**

3. METHODOLOGY FOR FETAL CARDIAC ANOMALY DIAGNOSIS USING DL MODELS

These CNN architectures have proven to be effective in ultrasound image classification due to their ability to learn and capture complex relationships between pixels in the images. The pre-trained weights and the hierarchical representations learned by these networks make them suitable for tasks such as ultrasound image classification, where the images are often high-dimensional and complex. Hence, in this work, the above-mentioned models are used for diagnosis and the classification performance of DL models for the FoetalEcho_V01 dataset is figured out. As best performing algorithms with ultrasound scan images, CNN, VGG16, AlexNet, ResNet50 models are considered for experiments. The selection of the above-mentioned models is done based on the results shown by the algorithms in related research done for doing similar diagnosis. The overview of research is featured in Fig.4.

3.1 Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNNs) are a specific type of neural network architecture that is designed to analyze and process data that has a grid-like structure, such as images. These networks comprise several layers that perform specific functions, including convolutional layers, activation layers, pooling layers, and fully connected layers. In a convolutional layer, a set of filters (also called kernels or weights) are applied to the input image, producing a set of feature maps. The convolution operation is defined as:

\[
(f * g)(t) = \int f(\tau) g(t - \tau) \, d\tau
\]

where \(f\) is the input image and \(g\) is the filter. The output of the convolution operation is called a feature map.

Equation 1, represents the convolution operation between two functions, \(f\) and \(g\). The convolution operation takes two functions and produces a third function, which represents the amount of overlap between the two input functions as they are shifted relative to each other.

The symbol \(*\) represents the convolution operation. The input function \(f\) is multiplied element-wise by the filter function \(g\), then integrated over all values.
of tau. The output of the convolution operation, \((f * g)(t)\), is a single scalar value that represents the overlap between the two functions at a particular value of \(t\).

In the context of convolutional neural networks, \(f\) is typically the input image and \(g\) is the filter (also called kernel or weight). The convolution operation extracts features from the input image by sliding the filter over the image and computing the element-wise product between the filter and the overlapping part of the image. This process is repeated for multiple filters to produce multiple feature maps, which capture different aspects of the input image.

The activation layer applies an activation function, such as ReLU (rectified linear unit), to the feature map to introduce non-linearity into the network. The activation function is defined as:

\[
f(x) = \max(0, x) \quad (2)
\]

Pooling layers downsample the feature map, reducing its spatial dimensions, while preserving the most important information. The most commonly used pooling operation is max pooling, defined as:

\[
Y = \max(x_1, x_2, \ldots, x_n) \quad (3)
\]

where \(x\) is the input feature map and \(y\) is the output of the pooling operation.

Finally, fully connected layers combine the features from all locations in the previous layer to make a prediction. The output of a fully connected layer can be calculated as:

\[
y = Wx + b \quad (4)
\]

where \(W\) is the weight matrix, \(x\) is the input to the layer, and \(b\) is the bias term. The predicted label is then determined by applying a softmax activation function to the output of the fully connected layer.

Fig. 5 pictorially represented the CNN architecture.

3.2 VGG16

VGG16 is a Convolutional Neural Network (CNN) architecture that was introduced in the paper "Very Deep Convolutional Networks for Large-Scale Image Recognition" in 2014. It consists of multiple convolutional layers, activation layers, pooling layers, and fully connected layers.

The convolutional layers apply filters to the input image to extract features. The activation layer applies a non-linear activation function, such as ReLU (rectified linear unit), to the output of the convolutional layer to introduce non-linearity into the network. The activation function is defined as:

\[
f(x) = \max(0, x) \quad (5)
\]

The pooling layer downsamples the feature map to reduce its spatial dimensions, while preserving the most important information. The most commonly used pooling operation is max pooling, defined as:

\[
Y = \max(x_1, x_2, \ldots, x_n) \quad (6)
\]
where \( x \) is the input feature map and \( y \) is the output of the pooling operation.

The fully connected layer combines the features from all locations in the previous layer to make a prediction. The output of a fully connected layer can be calculated as:

\[
y = Wx + b \quad (7)
\]

where \( W \) is the weight matrix, \( x \) is the input to the layer, and \( b \) is the bias term. The predicted label is then determined by applying a softmax activation function to the output of the fully connected layer.

In the case of VGG16, the architecture consists of 13 convolutional layers and 3 fully connected layers. It uses only 3x3 convolutional filters, which allows for a greater depth of the network compared to networks that use larger filters. This deeper network allows for the extraction of more complex features from the input image. The VGG16 architecture has been widely used for image classification tasks and has achieved state-of-the-art results on various benchmark datasets. Fig.6 pictorially represents the VGG16 architecture.

3.3 AlexNet

AlexNet is a Convolutional Neural Network (CNN) architecture that was introduced in the paper "ImageNet Classification with Deep Convolutional Neural Networks" in 2012. It is one of the first DL models to achieve high accuracy on the ImageNet dataset, which is a large-scale image classification task.

The architecture of AlexNet consists of several convolutional layers, activation layers, pooling layers, and fully connected layers. The convolutional layer applies filters to the input image to extract features. The filter is defined as a set of weights, which are learned during the training process. The output of the convolution operation can be calculated as:

\[
y = f(Wx + b) \quad (8)
\]

where \( W \) is the weight matrix, \( x \) is the input to the layer, \( b \) is the bias term, and \( f \) is the activation function. In AlexNet, the activation function used is ReLU (rectified linear unit), which is defined as:

\[
f(x) = \max(0, x) \quad (9)
\]

The pooling layer reduces the spatial dimensions of the feature map while preserving important information. The most commonly used pooling operation is max pooling, defined as:

\[
Y = \max(x_1, x_2, \ldots, x_n) \quad (10)
\]

where \( x \) is the input feature map and \( y \) is the output of the pooling operation.

The fully connected layer combines the features from all locations in the previous layer to make a prediction. The output of a fully connected layer can be calculated as:

\[
y = Wx + b \quad (11)
\]

where \( W \) is the weight matrix, \( x \) is the input to the layer, and \( b \) is the bias term. The predicted label is then determined by applying a softmax activation function to the output of the fully connected layer.

In AlexNet, the architecture consists of 5 convolutional layers, 3 pooling layers, and 3 fully connected layers. The network uses a combination of large and small filters and also includes normalization and dropout layers to improve its robustness and prevent overfitting. The AlexNet architecture was a major breakthrough in the field of DL and set the foundation for the development of more complex models. Fig.7 pictorially represents the AlexNet architecture.
ResNet50 is a Convolutional Neural Network (CNN) architecture that was introduced in the paper "Deep Residual Learning for Image Recognition" in 2015. It is a variant of the ResNet architecture and is notable for its extremely deep network (up to 152 layers) while still being able to achieve high accuracy on image classification tasks.

The key concept behind the ResNet architecture is the residual connection. A residual connection allows the network to learn the residual between the input and desired output, rather than the desired output itself. This allows the network to learn complex functions even when it has a large number of layers. The residual connection can be defined as:

\[ y = x + F(x, W) \quad (12) \]

where \( x \) is the input to the layer, \( F(x, W) \) is the mapping function of the layer, \( W \) is the weight matrix, and \( y \) is the output of the residual connection.

The residual connection is implemented by adding the input to the output of a sequence of convolutional, activation, and batch normalization layers. The activation function used in ResNet50 is ReLU (rectified linear unit), which is defined as:

\[ f(x) = \max(0, x) \quad (13) \]

The batch normalization layer normalizes the activations of the previous layer, which helps to stabilize the training process and prevent overfitting. The output of the batch normalization layer can be calculated as:

\[ x^\gamma = (X - \mu)/\sigma \quad (14) \]

where \( x \) is the activations of the previous layer, \( \mu \) is the mean of the activations, and \( \sigma \) is the standard deviation of the activations.

In ResNet50, the architecture consists of multiple residual blocks, each containing several convolutional, activation, and batch normalization layers. The network also includes pooling layers to reduce the spatial dimensions of the feature maps, and fully connected layers to make the final prediction. The ResNet50 architecture has been widely used for image classification tasks and has achieved state-of-the-art results on various benchmark datasets. Fig.8 pictorially represented the ResNet50 architecture.

3.5 Model Building

The set of pre-processed images of FetalEcho_V05 is divided into training and testing data. The training dataset consists of 80% of the instances and is used to train the model. The supervised pattern...
classification algorithms such as CNN, AlexNet, VGG16 and ResNet50 are used to learn the patterns from the train images with the help of hyperparameters. Hyperparameters are parameters that are not learned from the data during model training, but instead must be set before training begins. The choice of hyperparameters can have a significant impact on the performance of a model. Train-test split ratio determines the proportion of data that will be used for training and testing the model, this can vary depending on the size and complexity of the dataset. Learning rate controls how quickly the model adjusts its parameters in response to errors during training. Optimization algorithm determines the method used to update the model's parameters during training. Activation function determines the non-linear function that is applied to the outputs of each layer in the model. Loss function determines the objective function that the model tries to minimize during training. Popular loss functions include Mean Squared Error (MSE), Cross-Entropy, and Binary Cross-Entropy. Number of hidden layers determines the number of layers in the neural network that are not the input or output layers. Dropout rate determines the probability of dropping out a neuron during training, which helps prevent overfitting. Number of iterations per epoch determines how many iterations are run per epoch, which can affect the speed of training. Kernel filter size determines the size of the convolutional filters that are applied to the input data in a convolutional neural network. Pooling size determines the size of the pooling window that is used to down sample the feature maps in a convolutional neural network. Batch size determines the number of training samples that are used in each batch during training. Epoch determines the number of times the entire training dataset is passed through the model during training. Finally the image classifiers based on CNN, AlexNet, VGG16 and ResNet50 DL models have been developed with appropriate hyperparameter settings by training the preprocessed image set. The recognition capability of the classifiers to diagnose an unlabeled ultrasound scan image as a normal heart image or an image with anomaly and figure out the anomaly is the outcome of the model building. The performance of the independent models have been evaluated for foetal cardiac anomaly detection with the help test set.

3.6 Performance evaluation metrics
The performance measures used in this research for evaluating the performance of each model are, Precision, recall[11], accuracy and F1 score. Precision is a metric used to evaluate the accuracy of a binary classification model, which is a model that predicts one of two possible classes (positive or negative) for each input. A high precision score indicates that the model is making very few false positive predictions, which means that the model is accurate when it predicts a positive case.

Recall is a metric used to evaluate the effectiveness of a binary classification model, which is a model that predicts one of two possible classes (positive or negative) for each input. Recall measures how well the model can identify positive cases out of all the actual positive cases in the data. A high recall score indicates that the model is able to correctly identify most of the positive cases in the data, which means that the model is effective at identifying positive cases.

Accuracy is a metric used to evaluate the overall performance of a classification model, which is a model that predicts one of several possible classes for each input. Accuracy measures how often the model correctly predicts the correct class out of all the predictions it makes. A high accuracy score indicates that the model is making a high percentage of correct predictions, which means that the model is performing well.

F1 score is a measure of a classification model's accuracy, which takes into account both precision and recall. It is the harmonic mean of precision and recall, with a value between 0 and 1, where 1 is the best possible F1 score. F1 score is a measure of how well a model can predict the positive class while minimizing false positives and false negatives.

4. Experiment and Results
The previous research steered using the same FetalEcho_V05 dataset. The work delivered the results as in Table.1, using the selected traditional machine learning (TML) models. The selected TML models were used for creating classifiers for foetal cardiac anomaly classification. The performance of the classifiers with respect to precision, recall, F1 Score, accuracy and their standard deviation (SD) and geometric mean (GM) observations of the previous research experiments are outlined in Table.1.

3.6 Performance evaluation metrics
The performance measures used in this research for evaluating the performance of each model are, Precision, recall[11], accuracy and F1 score.
In this research, the DL toolbox in MATLAB was utilized to construct and link neural network layers for classifying 1600 USIT images into 16 categories. The classification performance for the selected DL models were assessed using Accuracy, Precision, Recall, and F1-score matrices over FetalEcho_V05 dataset. Once the dataset is ready for further processing, the selected pretrained models are used for building classifiers for classifying foetal echo USIT images and the classifier building is done using FetalEcho_V05 image dataset. After setting up the dataset, the most important phase of classifier development is to identify the perfect combination of hyper-parameters. For DL models, the hyper-parameters play a very important role in deciding the outcome for the experiments. The hyper-parameter fixing is done after several trials and finally the best setting for developing the best performing classifier will be recognized. Each DL models has undergone iterative fine tuning with different combinations of hyper parameters.

The train-test split ratio for CNN is 80%/20% and for AlexNet, Vgg16 and ResNet50 is 70%/30%. The Learning rate for CNN is 0.001 and for AlexNet, Vgg16 and ResNet50 is 0.0001. The optimization algorithm selected for CNN is Stochastic Gradient Descent (SGD), for AlexNet it is Local Response Normalization, for Vgg16 it is Momentum SGD and for ResNet50 is Adaptive Moment Estimation. The activation function selected for training for CNN, AlexNet, Vgg16 and ResNet50 is ReLU. The loss function selected for training for CNN is Softmax Cross-Entropy and for AlexNet, Vgg16 and ResNet50 is Categorical cross entropy. The number of hidden layers for CNN, AlexNet, Vgg16 and ResNet50 are 10, 40, 50 and 10 respectively. The drop-out rate used in training for CNN, AlexNet, Vgg16 and ResNet50 are 0.5, 0.4, 0.4 and 0.3 respectively. The number of iterations per epoch selected for CNN, AlexNet, Vgg16 and ResNet50 is 20. The Kernel filter size selected for CNN, AlexNet, Vgg16 and ResNet50 are 3*3, 11*11, 3*3, 3*3 respectively. The pooling size selected for CNN, AlexNet, Vgg16 and ResNet50 is Max-pooling. The Batch size selected for CNN, AlexNet, Vgg16 and ResNet50 is 64. The number of epoch suitable for CNN, AlexNet, Vgg16 and ResNet50 is 100. After various iterations, the best hyperparameter tuning phase concluded with the best set of hyper-parameters for each model. The tuned hyper-parameters for training the DL all the models are delineated in Table.2.

The results for the DL models are as follows, CNN has got the precision of 0.94, recall of 0.89, Accuracy of 0.90, F1 score of 0.91. The AlexNet model has results as follows, precision of 0.92, recall of 0.87, Accuracy of 0.89, F1 score of 0.89. The VGG16 model recorded with the following values: precision of 0.91, recall of 0.85, Accuracy of 0.87, F1 score of 0.88. The ResNet50 model got the following results: precision of 0.93, recall of 0.90, Accuracy of 0.93, F1 score of 0.93. The best classifier for FetalEcho_V05 dataset is CNN. The results are summarised in Table.3. For finding the consistency of performance for the models, two descriptive statistic measures are identified, they are SD and GM. For precision, Recall, Accuracy and F1 score, the GM and standard deviation are also calculated. The mean value will help compare the performance metrics with the middle value of all models in the class.
The SD will help to find the consistency of performance metrics for both classes. These conclusions will give more authentic inferences. The experiment outcomes shows that the DL algorithms are performing extremely well when compared to the manual process.

Table 3 Performance Metrics Of DL Models

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>0.94</td>
<td>0.9</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.92</td>
<td>0.87</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.91</td>
<td>0.85</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.93</td>
<td>0.89</td>
<td>0.9</td>
<td>0.91</td>
</tr>
<tr>
<td>GM</td>
<td>0.92</td>
<td>0.87</td>
<td>0.90</td>
<td>0.89</td>
</tr>
</tbody>
</table>

SD 0.02 0.02 0.03 0.02

From Table 3, the SD for precision of the models is 0.02. From this, it is clear that the DL models are very consistent. The SD for recall of the models is 0.02. From this, it is clear that the models are performing consistently with respect to recall. The SD for accuracy for the models is 0.03. From this, it is clear that the DL models are consistent performance with respect to accuracy. The SD for F1-score is 0.02. From this, it is clear that the models are consistent with respect to F1-score. Fig. 10 shows the SD slope. With reference to the previous research where the traditional models [22] [23] are used for diagnosing, the DL models are performing far better and are able to demonstrate consistency in performance also. Another inference from the experiments is that the best performing model among the four DL models, is CNN. This is very clearly evident in Fig. 9(a),(b),(c),(d).
In the previous research the diagnosis of foetal cardiac anomalies using the FetalEcho_V05 dataset was experimented using traditional machine learning models (TML) [24]. It is observed that the performance of the DL models is proved to be the best approach for diagnosing foetal cardiac anomalies using USIT images. The SD measure and the GM for the DL models shows that the DL models demonstrate consistent performance compared to TML models. The following Table.4 shows the comparison of both TML models and DL models.

<table>
<thead>
<tr>
<th>Models</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.76</td>
<td>0.71</td>
<td>0.75</td>
<td>0.74</td>
</tr>
<tr>
<td>KNN</td>
<td>0.68</td>
<td>0.63</td>
<td>0.64</td>
<td>0.64</td>
</tr>
<tr>
<td>NB</td>
<td>0.69</td>
<td>0.61</td>
<td>0.63</td>
<td>0.64</td>
</tr>
<tr>
<td>DT</td>
<td>0.75</td>
<td>0.68</td>
<td>0.65</td>
<td>0.67</td>
</tr>
<tr>
<td>CNN</td>
<td>0.94</td>
<td>0.9</td>
<td>0.93</td>
<td>0.93</td>
</tr>
<tr>
<td>AlexNet</td>
<td>0.92</td>
<td>0.87</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>VGG16</td>
<td>0.91</td>
<td>0.85</td>
<td>0.87</td>
<td>0.88</td>
</tr>
<tr>
<td>ResNet50</td>
<td>0.93</td>
<td>0.89</td>
<td>0.9</td>
<td>0.91</td>
</tr>
</tbody>
</table>

Table.4 Performance Metrics Of Both TML And DL Models
Fig.11 shows a sample SD slope for both the TML models and DL models. The SD is a measure of the amount of variation or dispersion in a set of data. It measures the spread of the data from the mean or average value. If the SD is small, it indicates that the data points are close to the mean and tightly clustered together. Fig.9 demonstrates the SD chart for DL models and TML models. The chart clearly shows that the DL models are more consistent than the TML models. The mean precision, recall, accuracy and F1 score are 0.92, 0.87, 0.90, 0.89 for the DL models respectively and 0.72, 0.66, 0.67, 0.67 for the TML algorithms respectively and pillars the same inference.

Fig.12, graphically represents the average of performance metrics demonstrated by both TML and DL classes for better comparison. The graph shows that the average precision of DL models are very high than the TML models. Average precision for TML is 0.72 and average precision for DL is 0.92. This shows that the average precision is very high for DL which shows the percentage of false prediction is very less for DL. The average recall for TML is 0.66 and for DL it is 0.87. This shows that the DL classifiers are having 21% better predictions in terms of recall. This proves the DL models are predicting a very good number of positive predictions when compared to TML models. The average accuracy for 0.90 for the DL class had 0.67 for the TML class, which shows that 23% accuracy is more for the DL class. The average F1 score for the DL models is 0.89 TML models is 0.67, which clearly indicates that the accuracy for DL class is 22% more than TML. The collated results demonstrate that the DL models are very much more competent than the TML models.
4.2 Findings

This research scope was identified from various indications collected from clinical publications, which strongly suggested the automation for foetal cardiac anomaly diagnosis. There is no standard dataset available in public research repositories. Hence the data collection had been done as the first major step. Data was collected from different research repositories, published research by clinical experts and speciality clinics. All the images were standardized in terms of their size and color scheme. Furthermore, they were converted to a single file format and underwent the blur removal and noise removal process. Thus an appropriate preprocessed image dataset has been developed named FetalEcho_V05. The experiments conducted demonstrate the following findings.

The DL models are identified as the best option for foetal cardiac anomaly diagnosis. A comparative study had also been done to weigh up DL models and TML models performance accuracy for diagnosing. The DL models are performing very consistently in diagnosis of Fetal cardiac anomalies. When compared the results with the previous research of TML model implementation for foetal cardiac anomaly diagnosis, DL models are recognized as performing more accurately than TML models and consistently performing as well.

The experiment result shows that the mean precision, recall, accuracy and F1 score for DL class representatives, CNN, AlexNet, ResNet50 and VGG16 are very healthy. The SD shows that the classifiers produced are performing very consistently.

In this area there is no technically implemented solution available. Hence, a sequence of continuous research was conducted to collect data, to identify the scope of the work, pre-processing framework development and implementations using TML and DL models. The outcome of the research is very promising, progressive and worth taking to the next level of refinement as the domain is very much relevant to society which is already declared by the clinical experts as per the literature survey.

5. CONCLUSION

This research explores an untapped problem domain where no technical solution is available till date. But there is huge scope for improvement in foetal cardiac anomaly diagnosis using Artificial Intelligent models. This work has identified four representatives from DL models, CNN, AlexNet, VGG16, and ResNet50. These models are trained for creating classifiers for FoetalEcho_V01 dataset which can classify foetal echo USIT images. The performance of the image classifiers have been evaluated using the metrics, precision, recall, accuracy and F1-score. The observations are recorded and are analysed. The analysis clearly shows that DL models are the most appropriate techniques which produce the best experimental outcome. The future enhancements to these models could be, transfer learning techniques to overcome the challenge of dataset size. Also, some handcrafted features can be used individually or can be fused with the existing features to capture the minute patterns from USIT to support the existing features associated with models.
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