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ABSTRACT 

Most companies face the risk of a data breach revealing customers and employees stored personal 
information. Over time, the occurrence of such events has increased and can result in significant costs for the 
organization concerned. The key goal of this paper is to identify these problems and investigate possible 
solutions to the process of sensitive data handling. Proposed cloud data storage mainly considers data security 
for privacy and data recovery for unexpected data losses. To provide these features, our proposed framework 
includes CryptoGA for data encryption and decryption, Blockchain with erasure coding technology for data 
storage and backup.  
Keywords: Cloud, CryptoGA Data Encryption and Decryption, Data Storage and Backup. 
 
 
1. INTRODUCTION 

 
The concept of cloud computing is a 

framework that enables organizations to efficiently 
manage their various computing resources [1]. It 
allows them to quickly provision and manage their 
resources on demand [2]. The various characteristics 
of cloud computing platforms can change over time 
[3]. These include its ability to provide on-demand 
services, its broad network access, its rapid 
elasticity, and its security. However, implementing 
cloud services can be very challenging due to the 
possibility of manipulation and data losses [4]. One 
of the most critical factors that organizations should 
consider when it comes to adopting cloud computing 
is security. [5].  

This paper presents a framework that uses a 
genetic algorithm known as GA to protect cloud 
data. This method is powerful and efficient for 
addressing various security problems in real-world 
situations [6]. It can also be used to improve text 
processing and image processing efficiency [7]. The 
paper takes advantage of Caesar cipher to encrypt 
plain text. The framework generates 128-bit 
chromosomes from an encoded text [8]. A random 
point crossover procedure then takes place between 
the 128-bit keys and 128-bit chromosomes. The 
resulting child then receives the cipher-text [9]. The 
performance of the proposed model is evaluated by 
taking into account the various aspects of its 

implementation, such as the execution time, key 
length, and avalanche effect [10]. 

Addition to that, data recovery is essential 
in the case of any unexpected data loss. There are 
two types of data recovery solutions: centralized and 
distributed [11]. For instance, if a data node is lost, 
the central server automatically downloads the data 
from the lost node to complete the recovery [12]. On 
the other hand, if a data backup is performed on a 
distributed basis, the data is saved to a different 
server and then automatically recovered [13]. The 
data stored in a distributed storage system is 
typically stored in a redundant manner. In the event 
that the data gets lost or tampered with, the cloud 
node can utilize its P2P network to retrieve it from 
the other nodes [14]. However, this method has 
certain drawbacks. Although the advantages of both 
methods are usually low-cost and easy to manage, 
they have certain disadvantages. One of these is the 
possibility of data being stolen or destroyed by 
hackers [15]. This issue can occur due to the security 
breach of a centralized storage system. Another issue 
with using a second method of data recovery is that 
it's vulnerable to being infected or hijacked by 
hackers [16]. This could happen if the recovery 
process involves sending the data to infected nodes 
[17].  

The concept of blockchain is a distributed 
database that can be used to store and manage data. 
It has various characteristics such as decentralization 
and security that make it hard to tamper with [18]. 
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Its oracle mechanism ensures that the data is stored 
and accessed through the blockchain [19]. Its smart 
contracts allow cloud data nodes to accurately and 
reliably acquire and store data. Although blockchain 
technology is promising, its storage capabilities are 
not ideal. Its lack of scalability can prevent it from 
being used to store large amounts of data [20]. This 
is because each node needs a complete ledger to 
maintain its decentralization and consistency [21]. 
This complexity can affect the performance of the 
network. Due to its lack of scalability, blockchain 
technology is not ideal for storing and managing 
large amounts of data [22]. This is why it is 
important that the various features of blockchain 
technology are improved to improve its storage 
capabilities [23]. Coding technology can help 
improve blockchain storage's performance. This 
process can be performed through the use of a type 
of coding scheme known as erasure coding [24]. 
This method can help prevent data slices from being 
lost during the transmission of data. The entire block 
of data on a block chain can be publicly viewed. 
Existing methods for recovering lost or stolen data 
from cloud storage can be very inefficient and have 
disadvantages [25]. Also, due to the availability of 
unauthorized sources and the data's leakage, these 
methods can face issues [26]. The paper in this paper 
proposes a more reliable and secure method for 
recovering lost or stolen cloud data. Through a smart 
contract, the paper's recovery system can 
automatically retrieve the data block from the 
blockchain. This ensures that the processing server 
can perform its duties efficiently. Main contributions 
are, 

1. Data security: CryptoGA. 
2. Data storage and backup: Block chain with 

erasure code.  
 
2. RELATED WORKS  

In Seth et al. (2022) [27] a two-tier 
architecture was developed to protect both the server 
and client side of the cloud using a secure-
computation protocol and HBDaSeC prototype. One 
of the main advantages of this approach is that it 
eliminates the need for a vendor-lock-in, which 
typically occurs with a single cloud. The paper 
presents a framework that aims to address the 
various security issues that are involved in a multi-
cloud storage system. It states that implementing two 
encryption techniques is the most effective method 
for protecting data. A comparative analysis was 
performed to ensure that the proposed solution is up-
to-date with the latest innovations. The study 
revealed that implementing both the Paillier and 

Blowfish methods significantly speeds up the 
process of decrypting and encrypting data. However, 
it has lower throughput and higher latency. 

Fu et al. (2022) [28] presents an ICES 
framework that takes advantage of the dual random 
phase encoding and compression sensing. It can be 
used for image compression and encryption on both 
the user and cloud side. The main idea of this 
framework is to provide a secure, efficient, and 
effective method for image processing. The first step 
in the process is to create a complex matrix, which 
takes into account the various details of the image, 
such as its compressed detail components, phase and 
amplitude. After the algorithm is performed on the 
cloud, an original image is decrypted and recovered. 
It has high computational complexity. 

Deverajan et al. (2022) [29] presents a 
method that allows users to perform an equality test 
with a public key encryption using the dual 
decomposition of the data. The computation of a 
differential equation is carried out in an algebraic 
structure, which makes the method more secure. The 
proposed method is highly secure due to its ability to 
prevent the quantum algorithm attacks that can occur 
in IOT systems. It also eliminates the chosen-
ciphertext attack in type-I rival systems, which 
occurs when an oracle model is used. It is 
indistinguishable from the random model used in 
type-II rivals. The proposed model performs well 
when compared with other schemes, as it only takes 
150 milliseconds to find the data. However, it 
performs well on oracle only. 

Liu et al. (2022) [30] presents a self-
adaptive process that considers Least Significant Bit 
(LSB), as well as its self-quantization algorithm, 
when embedding in pixels. This method achieves a 
novel z-series encryption scheme. The two 
properties of the pixel structure can be obtained by 
varying extraction techniques, such as cyclic shift 
and bitwise-XOR. The proposed scheme generates a 
key stream that can be decrypted using the LSB's 
disturbance value. It can also resist various 
cryptanalysis operations without the addition of 
additional keys or ciphertexts. In a simulation, it able 
to successfully perform well against clipping and 
noise attacks. 

Halder et al (2022) [31] The paper presents 
a method that allows users to store and share time-
stamped data using SmartCrypt. This system can be 
used to analyze and customize the data streams. In 
addition, it can be used to manage the access to the 
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data. A study was conducted on various real-world 
datasets to investigate the feasibility of SmartCrypt 
as a fine-grain sharing and authorization service for 
time-series data. It also performed analytics on the 
data. In the future, predicate encryption could be 
introduced to allow users to carry out advanced 
queries. 

Huang et al (2022) [32] presents a 
framework that is based on the BGV, which is a fully 
homomorphic encryption algorithm. After 
comparing the efficiency of the BGV with that of the 
Gentry algorithm, the paper developed a cloud 
storage framework that guarantees the privacy of 
your data. The paper utilizes an index algorithm to 
design the key distribution and retrieval scheme. 
After comparing the performance of the BGV with 
the FHE algorithm, it has been concluded that the 
BGV is ideal for big data.   

3. PROPOSED METHODOLOGY 
 

Everyone wants to use online services that 
are secure and efficiently conducted. However, 
security is still a concern for them when it comes to 
accessing these services. There are no guarantees 
when it comes to securing communication between 
different applications. To address this issue, we 
designed a cloud data security scheme that can be 
used to protect both the confidentiality and 
availability of data. 

 
3.1 CryptoGA for Cloud Data Security 
 

In various scientific fields, such as 
mathematics and natural sciences, GA has been 
widely used to solve optimization problems. It can 
be used for both unconstrained and constrained 
problems. In computer science, it can be used to 
solve security and optimization issues. Due to its 
ability to resolve complex problems in a short time, 
GA has become a preferred tool for reducing the 
computational complexity. The GA computation 
process is inspired by the idea of generating a 
population solution repeatedly. It can be performed 
through various operations such as mutation, 
crossover, and generation. This technique increases 
the security level by using sole properties. It 
eliminates the need for the useof multiple security 
algorithms. It also provides a more complex 
mapping of the output and the input.A new 
generation is generated by implementing the 
crossover operations. The goal of this process is to 
ensure that the offspring are more fit than the 
parents. The mutation process is also important in 

the generation process as it allows the selection of 
new genetic species. The details about the key 
generation, data encryption, decryption, and 
download process are covered in this paper. 
3.1.1 Key generation 

The first set of letters in a chromosome 
consists of special characters and numbers that are 
generated by a random function. The length of each 
of these letters is 16 characters. Each of the 200 
letters in the population is represented by a unique 
16-character set. A fitness function is a type of 
function that uses a loop to send all participants to its 
destination. It will then select the individuals with 
the highest fitness values. After this, a one-point 
crossover is performed to select two more 
participants. A random number is used to determine 
the point of crossover. The offspring of the two 
participants are then given after the operation has 
been completed. Following the output of the 
previous step, a mutation operation is performed. 
The resulting key is then obtained to encrypt the 
data. The following steps are also involved in the key 
generation process. 

The random function generates the initial 
population of 200 characters each by making use of 
16 characters' special characters and 8-bits' worth of 
alphanumeric characters.  

A fitness calculation is performed using the 
Shannon entropy method. It can be used to measure 
the degree to which randomization occurs in the data 
set using eqn 1 

        
     (1) 
The number of correct characters in a given 
chromosome is expressed in P, and the harder it is to 
crack, the higher the entropy. 
A single-point crossover process is performed on a 
chromosome using the random value of its 
component. This method produces an offspring, 
which is dependent on the length of the parents. 
After the process is completed, a new child 
chromosome is generated with a byte-wise mutation. 
The following steps are performed after the stopping 
criteria have been met. Each iteration generates a 
value that is equal to or less than the value generated 
in the previous iteration. The child with the highest 
fitness level becomes a key for encryption if the 
condition meets. 
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3.1.2 Encryption and decryption 

The proposed model shows how to 
implement the Caesar cipher algorithm. The first 
generation of input is generated by taking the 
plaintext and applying the algorithm. Each 
character's value is converted to binary, and bits-
stream 1...N is the number of bytes in each encrypted 
character. The first generation of input consists of 
chunks of each type. One by one, the first 
chromosome is chosen, and the generated key is used 
as the child's parent 2. A single-point crossover 

operation is then performed to create a child with the 
same characteristics after the parents have crossed 
over. The resulting mutation takes into account the 
random value of the bits taken in the operation. Each 
bit of the child's chromosomes is then flipped one 
time to perform the mutation. The key, shift point, 
and crossover are hashed using a secure hashing 
algorithm known as SHA-3-256. The text is then 
stored in cloud storage. This method is more secure 
than the traditional methods. Figure 1 shows the 
encryption process flow. 
 

 
Figure 1: Proposed Model Encryption Flow Processes 

  
Figure 2: Proposed Model Decryption Flow Processes
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The goal of the process is to decrypt an 
encrypted file using a reversed operation, which is 
shown in Figure 2. The first step involves 
determining the hash values of the various key and 
crossover points. A 128-bit binary stream is then 
created, and it is divided into 128-bit chunks. This 

process is carried out by applying a reverse mutation 
to the points of the encryption process. A 128-bit 
stream then passes through a reverse crossover 
operation, which aims to achieve the first level of 
encryption, and the resulting chunk is then 
forwarded to the next step. 

3.2 Data Storage and Backup 

 

Figure 3: Data Storage and Backup Architecture 

The architecture of the system is shown in Figure 3, 
which shows the various components of the system, 
such as a blockchain network, an access controller, 
and a data processing server. The raw data is sent to 

the cloud through a distributed storage system, and 
then the data processing server forwards the key to 
the system's edge. After backing up a block of data, 
the data processing server forwards it to the access 
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controller, which then passes it to the data node. The 
data processing server then stores the necessary data 
in its own encoding block, which is stored on the 
blockchain network. The recovery process is carried 
out by the data processing server using the provided 
matrix by the local node. This system utilizes a 
combination of coding and access control 
technologies to address various data storage issues. 

3.2.1 Entities 

This system performs two functions: data 
backup and data recovery. 

Local data nodes: When the data collected by the 
cloud is placed in multiple data nodes, it is stored in 
a fully replicated state. This allows the data to be sent 
to a processing server for backup and recovery. 

Data processing server: The data processing server 
is a component of a local data node that performs 
various tasks related to recovering and restoring 
data. It also handles data encoding and decoding. 

Access controller: The access controller is a tool 
that distributes the key data of the cloud to the 
various data nodes. It can be managed centrally by 
the cloud's administrator, and it ensures that the 
coding matrix is secure. If the data nodes have the 
necessary permissions, the access controller will 
retrieve the corresponding data. 

Blockchain network: The data stored in the cloud 
can be accessed using the blockchain network. When 

a server needs to recover it, a local data node uses 
the network's code block to perform the recovery 
process. The blockchain network is composed of 
various distributed ledgers, each of which is 
maintained by a single or multiple blockchain nodes. 

3.2.2. Operations 

This system performs two functions: data backup 
and data recovery. 

Data backup must include the three steps listed 
below: 

The data node stores it to the server, which then 
processes it, and the data is then divided into blocks. 
If the size of the data is M, then it should be divided 
into M/k blocks and F/k blocks. 

The server uses an algorithm to process the original 
block of data, and it then encodes it using the erasure 
coding scheme. After the encoding is completed, the 
data is sent to the access controller, which then stores 
the matrix E and ID attributes. 

The data processing server then passes the k + m 
code block to a blockchain network, which then 
stores the data according to the rules set by the code. 
The network is composed of various nodes that have 
their own k + m blockchain. 

Figure 4 depicts the data backup process when k = 2, 
m = 2, and n = 1. 

 

 

Figure 4: Data Backup 



Journal of Theoretical and Applied Information Technology 
31st August 2023. Vol.101. No 16 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6292 

 

3.2.3 Data recovery 

The three steps for data recovery are as follows. 

A local data node has a unique digital signature that 
allows an access controller to restore or identify the 
data it needs. It also provides the required coding 
matrix EM for the recovery request. After the request 
has been submitted, the coding matrix is sent to a 
processing server, which stores the necessary block 
in the blockchain network. Usually, a data 
processing server can handle a relatively small 
amount of traffic. After decrypting the data codes 
from the blockchain network, it forwards the original 
block to the local node. After receiving the recovery 
request, the data processing server stores the 
downloaded blocks and the original data to achieve 
the desired result. 

3.2.4 Data node registration module 

An access control mechanism uses an attribute-
based registration strategy to identify and secure a 
data node. The registration strategy is carried out by 
the access controller, which then generates a set of 
subject attributes for each data node. Each data node 

can be registered with its own unique ID and MAC 
address. The access controller will create a 
transaction if the data node has been verified. It will 
then enter its hash value and timestamp and transfer 
the data to the transaction pool. 

3.2.5 Data encoding and decoding module 

The Erasure Code was originally used by the 
communications industry for forward error 
correction. It has high accuracy and is very low in 
redundancy. In order to perform a matrix 
multiplication operation, we first created an E:M 
encoding matrix. Then, we used the data slices and 
the coding matrix to get the required blocks of 
encoded data. In this example, the data that's in this 
matrix has 8 rows. 

C1 = B11 ∗ D1 + B12 ∗ D2 + B13 ∗ D3 + B14 ∗ D4 
+ B15 ∗ D5, 

C2 = B21 ∗ D1 + B22 ∗ D2 + B23 ∗ D3 + B24 ∗ D4 
+ B25 ∗ D5, 

C3 = B31 ∗ D1 + B32 ∗ D2 + B33 ∗ D3 + B34 ∗ D4 
+ n35 ∗ D5: ð1Þ 

 

Figure 5: Data Recovery 

In Figure 5, shows node needs to randomly select the 
various coding blocks from the data block to 
reconstruct the original data. After selecting the 
appropriate coding block, the resulting matrix will 
be multiplied by the number taken. 

4. RESULT AND DISCUSSION 

4.1 Simulations Environment 
The simulation environment was created 

using Java net beans and a computer with a Core i5 
CPU and 8GB of RAM. We have also used the latest 
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version of Java Standard Edition to implement an 
encryption module. In the previous tutorial, we 
discussed how to create secure hashes for passwords 
using salt and how to prevent attackers from 
cracking them using brute force. However, due to the 
increasing speed of hardware, it is now possible for 
a bad actor to easily access a password without any 
effort. To address this issue, we have decided to 
implement a strategy that aims to slow down brute 
force attacks. The goal of this strategy is to create a 
secure hash for a password by running it through 
PBDKF2. This process reduces the vulnerability of 
brute force attacks while still allowing the user to 
notice. The HmacSHA1 implementation of 
PBKDF2 makes the hashing function incredibly fast. 

4.2 Performance Analysis 
The objective of this experiment is to demonstrate 
the validity and accuracy of its results by repeating 
the same process several times. Each experiment has 
been executed in seconds, and its throughput 
efficiency is computed by taking into account the 
bytes per second. In order to make the results easier 
to understand, the proposed framework has also been 
evaluated in percent efficiency. The performance of 
the different encryption and decryption processes is 
analyzed in real-world datasets. The results of the 
study revealed that some of the most widely used 

state-of-the-art algorithms, such as the DES [33], 
3DES [34], and AES [35], perform well in cloud 
computing setups. The three major types of 
encryption algorithms known as 3DES, AES, and 
BLOWfish are based on the Feistel framework. 
When it comes to developing efficient and secure 
applications, the length of the key is also important 
to take into account. For instance, if a 64-bit key is 
required for a DES algorithm then the 56-bits of the 
required key will be used. Although 3DES has a 192-
bit key length, it only uses 168-bit of it. On the other 
hand, the dynamic key length of the other two 
encryption algorithms, namely, the RAST and the 
Blowfish, is around 1,000 to 2000. The proposed 
CryptoGA model performed well in various datasets, 
demonstrating that it can be faster than other 
methods. In terms of performance, it is significantly 
faster than 3DES and other modern encryption 
algorithms, such as Blowfish and AES. The 
performance of different types of encryption 
algorithms, such as 3DES, was shown in Figure 8. 
The figure shows the various parameters of the 
proposed CryptoGA model. It shows that it can 
handle 16.89 MBs of data per second, while 5.63 
MBs of data per second, 8.34 MBs of data per 
second, and 11.81 MBs of throughput for 3DES, 
AES, and Blowfish respectively. 

 
Figure 6: Comparison of Encryption Times for Large Datasets

 
Figure 7: Comparison of Encryption Times for Small Datasets 
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An encrypted 10 MB file can be processed 
at a speed of up to six times faster than one with ten 
different sizes. In addition, proposed principles that 
affect the integrity and privacy of cryptography. 

 
 
 
 

 
Figure 8: The Average Difference in Encryption Speed between CryptoGA and the Competition 

 
Figures 9 and 10 show the typical time it takes to 
decrypt large datasets and small ones. A study 
conducted by the researchers revealed that the 
proposed model CryptoGA is faster than the other 
implementations of encryption algorithms, such as 
3DES, AES, and Blowfish. It also performed better 
than the other algorithms in terms of efficiency. 
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Figure 9: Comparison Of Decryption Times For Large Datasets

 
Figure 10: Comparison Of The Decryption Time For Small Datasets

 
Figure 11: The Average Difference Between Cryptoga And The Competition In Terms Of Decryption Speed 

 
A complex algorithm known as CryptoGA 

is proposed to be used for both encryption and 
decryption. It utilizes a random number generation 
algorithm to hide the sensitive credentials. The 
results of the analysis show that the complexity of 
the computation is due to the selection of the model 
and its fitness function. To compute the random 
number generated in the chromosome, the 
computation has been performed on several run 

tests. The avalanche effect is also studied to find out 
the differences between ciphertext and plaintext. The 
proposed model CryptoGA is showing the highest 
avalanche effect (figure 12). It shows that the 
proposed model has a higher throughput efficiency 
than the others. The figures show that the average 
performance of the proposed model is 14.21 MBs/s 
while the others have a throughput of 4.61 MBs/s. 



Journal of Theoretical and Applied Information Technology 
31st August 2023. Vol.101. No 16 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6296 

 

 
Figure 12: Avalanche Effects Analysis of CryptoGA 

 

The discussed model is 20.42 times more 
efficient than the previous generation of encryption 
algorithms, such as 3DES, 3DES, and Blowfish. It 
also performs better than the current generation of 
encryption algorithms when it comes to throughput. 
According to a computational analysis, all of the 
hide algorithms have a longer time to perform when 
the data is in small chunks. This is similar to how an 
encryption analysis works. In the case of a dataset 
with 10MBs of data, the speed at which a single file 
is decrypted is up to 8 times faster compared to that 
of a different file. 

The objective of this study is to analyze 
how long it takes for a data to download and upload. 
After collecting various datasets, we can compute 
the average time it takes to download and upload 
them. It has been observed that the smaller the data, 
the faster it uploads. However, the random nature of 
its behavior suggests that the data's upload and 
download latency is not exponential. An analysis of 
the proposed model was performed to show its 
strength. The method takes advantage of the random 
shift generated by the Caesar cipher. 

Wide range of key lengths makes it 
incredibly difficult to break encryptions, especially 
those that use complex key lengths. Modern 
computers are capable of handling large numbers of 
combinations, which makes it incredibly time-
consuming to figure out which ones work best. Even 
if a person can build a network that can try out 
multiple combinations, it would take around a 
hundred billion years to find the right one. 

 

 

4.3 Speed of Data Backup and Recovery 
The goal of the test was to compare the 

performance of the system with the Data Protect 
software from Hewlett-Packard, which is an 
automated data recovery system. Data Protect is a 
product of Omniback, a company that provides a 
variety of storage management and recovery 
solutions for servers. Data Protect is a cross-platform 
backup solution that can be used to back up data for 
multiple operating systems, such as Windows, 
Linux, and Mac. It can be installed and configured 
through a database. The user can then use it to restore 
the data to a central server. The Data Protect system 
uses a combination of encryption and symmetric 
security to prevent unauthorized access to the data. 
The data collected in the test was randomly 
generated. The download speed of the system was 
around 200Mbps, and the upload speed was around 
160Mbps.  

The data backup speed shown in Figure 18 
is affected by the size of the data and its stability. As 
the data grows, the faster the backup speed becomes. 
However, when the data is small, the system's 
overheads increase due to the time it takes to 
establish connections, data slicing, and service 
response. The increasing amount of data can 
improve the system's transmission and processing 
capabilities. In this paper, we show that a system that 
uses edge computing can perform better than a 
traditional data recovery system. The goal of this test 
is to compare the performance of different types of 
data recovery systems. In Figure 14, the results show 
that the proposed system has a higher success rate 
compared to a traditional one. The success rate is 
computed by taking into consideration the number of 
coding matrix nodes and the number of recovered 
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files. The number of nodes in the coding matrix is 
taken into account to determine how many 
successful attempts there are. The parameter k-order 
vondermonde is also used to set the matrix' coding 

sequence. Each node in the system stores a set of 
coding blocks. The probability of a blockchain node 
failing is 50% and the link failure rate is 50%, 
respectively.  

 
Figure 13: Data Backup Speed. 

 
Figure 14: Data Recovery Speed 

 
The objective of this method is to determine 

how many recovery requests and successful attempts 
it generates. The results of the test can be seen in 
Figure 15. It shows that the number of nodes and 
how many code blocks are stored by each node can 
increase the success rate of recovering data. The 
optimization of a proposed system is significantly 

improved by the number of code blocks and nodes. 
When there are only a few nodes in the system, the 
number of nodes can reduce the success rate of data 
recovery. However, after reaching 26, the number 
will increase and the rate of success will reach 100%. 
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Figure 15: Data Recovery Success Rate Based On The Coding Scheme. 

              
Figure 16: Data Recovery Success Rate Based On Fragmentation Scheme. 

 
Only eight of the 32 nodes can successfully recover 
data with a 100% success rate when using the 
fragmentation scheme. In a continuous test 
environment, the results of the test can be seen in 
Figure 16. The coding scheme used in the study 
performed better than the one utilized in the 
fragmentation scheme. This is due to how the system 
has better network resource efficiency and 
performance. 
 
5. CONCLUSION 

A robust secure approach is implemented 
using a combination of mutation and crossover in a 
GA. This method is easy to implement and provides 
a high level of protection against unauthorized 
access to the data. The random nature of the 
operations of the GA system ensures that the data is 
protected while it is being sent and received from the 
cloud. The proposed model was compared with the 
traditional methods of protecting the data, such as 

the DES and the RSA. According to the study, the 
proposed model would allow users to perform 
encryption and decryption faster. It can also be 
utilized in secure networks. The system utilizes 
blockchain coding and an algorithm known as 
erasure coding. It can prevent unauthorized access to 
the data stored in the cloud. Through simulations, the 
proposed model was able to recover data faster than 
previous systems. It also demonstrated the efficiency 
of using blockchain consensus in improving data 
access. 
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