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ABSTRACT 

 
 Wireless Sensor Networks (WSNs) are networks in which to detect and gather data from the 
environment, it utilizes various types of Sensor Nodes (SNs) positioned in a specific location. Therefore, 
for transferring the data accurately as of source to destination, it requires secure Data Transmission (DT). It 
is prone to error since the data moves in the in-secured channel from one SN to another. Energy-efficient 
data gathering is also challenging owing to the limited energy resources of each SN. Thus, in this work, to 
accomplish an optimal trade-off betwixt security and resource utilization, by utilizing Chebyshev Levy 
Flight African Vulture Optimization Algorithm (CLF_AVOA) and American Standard Code for 
Information Interchange (ASCII) to Decimal Sorting adapted Advanced Encryption Standard (ASCII-
DSAES) algorithms, a novel Weight Optimized Softplus Relu Convolutional Neural Network 
(WOSRCNN)-centric trust model with Secure Routing (SR) and DT is proposed. To determine the node 
details, a Node Discovery Message (NDM) is primarily transmitted after the SNs are positioned in the 
required environment. Then, it extracts the node features. After that, for the detection of trusted nodes, trust 
scores are calculated utilizing WOSRCNN. Then, by utilizing Euclidean Distance (ED) along with 
CLF_AVOA, distance and optimal paths are selected for the trusted nodes. With the ASCII-DSAES 
mechanism, the sensed information is partitioned and encrypted; then, it is transferred to the Base Station 
(BS) where the partitioned data is combined and stored in the server for further usage. The experimental 
results displayed that in contrast to the conventional frameworks, the presented model provides high 
security and throughput with minimum delay. 
 
Keywords: Wireless Sensor Network (WSN), Optimal path selection, Convolutional Neural Network 
(CNN), Secure routing, Advanced Encryption Standard (AES), Data partitioning, Trust identification. 
 
1. INTRODUCTION 
 

In people’s daily lives, an important part is 
occupied by the growth of the Internet of Things 
(IoT). For routine activities, people utilize 
numerous devices that are interconnected with each 
other and also connected to the Internet [1]. In IoTs, 
WSNs have become a significant part. Also, the 
main part of the WSN is the SNs [2]. In arising 
research areas like smart cities, the Internet of 
vehicles, and body area networks, WSNs have 
become an important part currently [3]. The 
wireless frameworks enclosed by densely deployed 
tiny sensors are named WSNs, which are wielded 
for sensing environmental changes as well as 
industries [4]. Node control, event detection, 
position monitoring, data acquisition, and event 
identification are performed continuously by the 
SNs of WSN [5]. The environment information is 

gathered by these nodes. Then, this information is 
transmitted to the BS or intermediate gateway 
directly through wireless links [6]. The BS is the 
node that slightly differs from the other nodes. 
Since the BS has strong communication power that 
follows proper information processing along with 
collection, higher computational power, and higher 
energy-related resources, it differs from other nodes 
[7]. WSNs are application-oriented. In other words, 
it is designed for particular applications to gratify a 
predefined set of requirements, which may differ as 
of application to application [8]. The WSN’s 
architecture is classified as clustered and flat. The 
SNs communicate directly or by relaying the data 
via other nodes with the BS in the flat architecture 
[9]. Instead of a far BS, an SN communicates with 
a local Cluster Head (CH) in the clustered 
environment. Generating a transmission schedule, 
collecting data, and transmitting it to a BS are the 
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major duties of a CH [10]. But, the attackers 
capture the SNs easily; then, act as the malicious 
node. Also, various sorts of attacks, such as 
sinkhole, hello flooding stacks, selective 
forwarding attacks, wormhole attacks, and Sybil 
attacks are launched [11,12]. Some or all packets 
are dropped by the malicious nodes. Hence, in such 

attacks, if the routing protocol is not immune, some 
significant data cannot reach the sinkhole [13]. 
Thus, in the positioning of WSNs, it is a significant 
challenge to secure the network from internal 
attacks by the malicious node [14]. Figure 1 
exhibits the WSN’s general representation, 
 

 
 

 
 

Figure 1: General structure of WSN 
 

For WSNs, numerous SR protocols have been 
applied. Here, Routing Protocol for Low–Power 
and Lossy Networks (RPL) grounded routing has 
become a popular protocol. This can be categorized 
as Optimizing viable metrics, Optimizing the route 
discovery process, and Transmission power control 
[15].There is another protocol, which works on 
trust along with reputation-centric systems. This 
provides security to the data transmitted by the 
node without utilizing cryptosystems [16]. A 
current algorithm to verify neighbors grounded on 
their performance is the Trust-based neighbor 
selection. At the time of DT, this ensures higher 

reliability together with privacy. Depending upon 
its actions, the degree of reliability a node acquires 
is referred to as trust [17]. In addition, to minimize 
or defend against internal attacks, a trust 
management system is constructed grounded on the 
trust model. By captured or compromised nodes, 
these internal attacks are launched [18]. But, some 
standard cryptography and authentication 
methodologies are required by these conventional 
SR protocols. This also leads to higher processing 
capability together with routing cost [19]. 
Moreover, they are computationally intensive as 
well as traffic-intensive. This is inappropriate for 
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resource-constrained SNs. Therefore, utilizing 
CLF_AVOA and ASCII-DSAES algorithms, a 
novel WOSRCNN-based trust model with SR along 
with DT is proposed in this paper to accomplish an 
optimal trade-off betwixt security and resource 
utilization. 

 
The balance part is arranged as: the related 

works are surveyed in section 2; section 3 explains 
the proposed methodology; the result and 
discussion are explicated in section 4; lastly, the 
paper is winded up with future work in section 5. 
 
2. LITERATURE SURVEY 
 

M. Hema Kumar et.al [20] suggested a trust-
aware localized routing along with a class-centered 
dynamic encryption system. To reach the 
destination, the route was discovered initially by 
the methodology; then, the data packet was 
transmitted. After that, it measured the Trusted 
Data Forwarding Support (TDFS)'s value. Then, for 
route selection, it selected only the route with a 
specific neighbor. The data being transmitted into 
several classes were maintained and classified by 
the model. Then, for different classes, the technique 
wielded various signatures along with encryption 
systems. Before transmission, the data had been 
encrypted with a class-specific structure together 
with a key. A block chain in which every single 
block comprises the encrypted data's part and was 
denoted by a hash along with a pointer to the next 
block was produced. For generating original data as 
of the encrypted key, the same had been reversed. 
High-performance data security was introduced by 
the model; also, the overall network performance 
was enhanced. But, the network was increased 
overhead and the throughput performance was 
affected. 

 
S. Sujanthi and S. Nithya Kalyani [21] 

established a Secure Deep Learning (SecDL) 
mechanism for dynamic cluster-centric WSN-IoT 
networks. Within the Bi-Hex network, dynamic 
clusters were formed; also, Quality Prediction 
Phenomenon (QP2) selected the CHs. In every 
single cluster, data aggregation was enabled; then, 
with a Two-way Data Elimination along with a 
reduction model, it was handled. To attain high-
level security for data aggregation, the One Time-
PRESENT (OT-PRESENT) cryptography model 
was introduced. In order to ensure high-level QoS, 
through the optimal route, the cipher text was then 
transmitted to the mobile sink. A Crossover-centric 
Fitted Deep Neural Network (Co-FitDNN) was 

established to select the route optimally. The 
outcomes exhibited enhanced performance when 
analogized to the prevailing frameworks. However, 
high availability was not ensured by the 
cryptography’s use, which was the basic aspect of 
information security. 

 
Deebak B D and Fadi Al-Turjman [22] 

presented an SR along with a monitoring protocol 
with multi-variant tuples utilizing Two-Fish (TF) 
symmetric key algorithm for determining and 
averting the adversaries in the global sensor 
network. Grounded on the Authentication and 
Encryption Model (ATE), this model was designed. 
The sensor guard nodes were chosen by utilizing 
the Eligibility Weight Function (EWF); then, with 
the complex symmetric key model's help, it was 
hidden. Through inheriting the properties of 
Multipath Optimized Link State Routing (OLSR) as 
well as Ad hoc On-Demand Multipath Distance 
Vector (AOMDV) protocols, a secure hybrid 
routing protocol was selected to be constructed. 
The outcomes displayed that when analogized to 
the previous techniques, the presented model had a 
higher percentage of monitoring nodes. However, 
this model did not execute the real-time 
implementation of hybrid routing along with the 
monitoring framework. This resulted in lowered 
information secrecy. 

 
M. Selvi et.al [23] proffered an SR approach 

named an energy-aware trust-centric SR system in 
which the trust score estimation was wielded for 
identifying the malicious users efficiently in WSN 
along with Spatio-temporal constraints were 
utilized with a decision tree system to select the 
best route. The experimental outcomes showed that 
regarding energy efficiency, packet delivery ratio, 
along with security, the projected trust-centered 
routing approach attained superior performance to 
the prevailing frameworks. However, the 
methodology did not perform detection of 
malicious nodes. This affected the routing 
performance. 

 
Azam Beheshtiasl and Ali Ghafari [24] 

developed a secure, trustable, together with energy-
efficient routing methodology for WSNs. For 
attaining the routes’ trust values, the scheme 
wielded Fuzzy logic. After that, via considering 
trust along with security, the technique selected the 
shortest route as of the source to the destination. 
The Multidimensional Scaling-Map (MDS-MAP) 
optimal routing system was wielded here; then, the 
trust model was measured via fuzzy logic. After 
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that, with Trust and Centrality Degree Based 
Access Control (TC-BAC) together with Trust-
Aware Routing Framework (TARF) protocols, it 
was analogized. The outcomes proved that 
regarding consumption of energy, average end-to-
end delay, along with average packet delivery rate, 
the presented technique outperformed the TC-BAC 
as well as TARF methodologies. But, this scheme 
concentrated on primary encryption along with an 
identity acknowledgment framework, which is not 
suitable for WSNs. 
 

Shahana Gajala Qureshi and Shishir Kumar 
Shandilya [25] proffered the shortest secure path 
routing grounded on trust via Hybridized Crow 
Whale Optimization (H-CWO) along with QoS-
centric bipartite Coverage Routing (QOS-CR) to 
evaluate the scheme's performance. In the network 
area, the nodes were positioned randomly. Firstly, 
via H-CWO, a trust metric formation was 
employed; also, it selected the authenticated nodes. 
After that, to perform clustering, the CH was 
selected through the SR protocol. For determining 
the shortest path routing, neighborhood hop 
prediction was performed; then, through QOS-CR, 
the data was transferred securely. Therefore, the 
presented H-CWO as well as QOS-CR displayed 
higher energy, higher throughput, maximum alive 
nodes, along with minimum delay. This ensured 
safe DT as of the source node to the destination 

node. Here, for energy-efficient transmission, the 
cluster grounded routing protocol utilized to 
employ huge data was not executed. 

 
3. PROPOSED TRUST-BASED SECURITY 

FRAMEWORK IN WSN 
 

In the past epochs, the WSN’s usage has 
increased hugely owing to its wide range of 
applications. The SNs are installed in various zones 
depending on their requirements; then, the detected 
information will be transmitted to the BS. WSN 
becomes an insecure environment owing to the 
number of vulnerable attacks that are performed on 
numerous nodes by attackers. Few attacks are 
executed at the routing level. In this study, by 
utilizing CLF_AVOA and ASCII-DSAES 
mechanisms, a novel WOSRCNN-centric trust 
model with SR along with DT is presented to solve 
these problems. (1) NDM transmission, (2) Trust 
score estimation, (3) Feature extraction, (4) 
Classification, (5) Distance computation, (6) 
Optimal path selection, (7) Data partitioning, and 
(8) Encryption are the phases that come under this 
security system. Figure 2 exhibits the block 
diagram of the presented trust-centric security 
technique in WSN. 
 

 

 
 

Figure 2: Proposed Trust-based security framework in WSN 
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3.1 NDM Transmission 
 

The process of transmitting data securely 
through trusted nodes along with optimal paths has 
begun by organizing the number of SNs randomly 
in the observing area. Meanwhile, NDM is sent 
betwixt nodes in each time slot to detect the secure 
route for the transmission of sensitive data. Node 
ID(𝑁ூ஽), Energy(𝐸), and Neighbor node ID൫𝑁ே಺ವ

൯ 
are comprised by the NDM request (𝑁𝐷𝑀). These 
are formulated as, 

 
𝑁𝐷𝑀 = ൫𝑆𝑜𝑢𝑟𝑐𝑒, 𝑁𝐷𝑀 𝑟𝑒𝑞𝑢𝑒𝑠𝑡, 𝑁ூ஽ , 𝐸, 𝑁ே಺ವ

൯ (1) 
 
This 𝑁𝐷𝑀request is disseminated betwixt each 

SN in the network. Therefore, each node replies 
with its energy, node ID, number of successful 
transmissions, type of node, number of re-
transmissions, and location for the incoming 
request. All the necessary information is extracted 
from the reply message on receiving the reply. 
Then, it will be stored in the node table for further 
processing. 

 
3.2 Feature Extraction 
 

The SN features like Energy consumption, 
mobility, communication time, number of 
transmitting packets, number of receiving packets, 
node ID, etc., are extracted after the NDM request-
response. These are required for the classification 
of malicious nodes from normal nodes. Some of the 
features are described below, 

 
 Energy consumption: The amount of energy 

expended by the networks to execute DT, 
reception, and aggregation is termed energy 
consumption. 

 Mobility: After initialization, the ability of SNs 
to change their location is referred to the 
mobility. 

 Communication time: It is proffered as the 
amount of time taken by the SNs for DT and 
reception. 

 
Hence, the𝑁- number of extracted SN features 

൫ℏ(௜)
൯ is specified as, 

ℏ(௜)
= ൛ℏ(ଵ)

, ℏ(ଶ)
, … … , ℏ(ே)

ൟ ;  𝑖 = 1,2, … , 𝑁  (2) 
 
3.3 Trust Evaluation 
 

Here, for secure DT in the WSNs, to identify 
the malicious along with trusted nodes, the trust 
scores are computed. The relationship betwixt 

adjacent SNs in the WSN to monitor the level of 
subjective likelihood is described as trust. To 
provide a secure service, trust is calculated 
grounded on the trust degree that one node gets as 
of another node. A necessary parameter to elect the 
secure nodes so as to improve the network 
communication securely is named the trust factor. 
Centered on the following conditions, the trust 
score is computed. 

 
 The node that sends its acknowledgment 

genuinely to the neighbor nodes after receiving 
the message packets is regarded as 1st group of 
trusted nodes.  

 During transmission, whenever any SN drops 
one or more message packets, it will be 
considered as 2nd group of trusted nodes.  

 During DT, when there is no congestion, if a 
node drops packets more often, then it will 
become 3rd group node. Further, it will not be 
wielded for transmission and discarded from the 
group. 
 
The nodes are chosen for DT and reception 

grounded on these trust groups. For the 1st group of 
trusted nodes, the trust score is computed utilizing 
the equation given below, 

 

ℜଵ
(௝) =

ఈభ∗ఉାఈమ்ೄାఈయௌೄ

ఈ೘೐ೌ೙
     (3) 

 
Here, the sum of weights (𝛼ଵ, 𝛼ଶ, 𝛼3) for 

different trust scores is signified as 𝛼௠௘௔௡ = 𝛼ଵ +

𝛼ଶ + 𝛼ଷ,ℜଵ
(௝) stands for 1st trust score for 𝑗௧௛  node, 

the temp score and spatial score of SNs is denoted 
as 𝑇ௌ, 𝑆ௌ, the parameter (𝛽) is evaluated as, 

 

𝛽 =
ே௘೙ೠ೘

௉ೃ
∗ 100      (4) 

 
Where, the number of transmitted 

acknowledgments to the neighboring node is 
specified as 𝑁𝑒௡௨௠, and the number of packets 
received from the neighborhood nodes is denoted as 
𝑃ோ. After that, the 2nd group of trust nodes ൫ℜଶ

(௝)൯ 
grounded on packet drop is expressed as, 

 

ℜଶ
(௝) = 100 − ቀ

ேವು

்ಿವು
∗ 100ቁ + 𝑓(𝑡ଵ, 𝑡ଶ)    (5) 

 
Here, the number of dropped packets while the 

transmission is indicated as 𝑁஽௉, the total number 
of dropped packets in the network is indicated as 
𝑇ே஽௉, and 𝑡ଵ, 𝑡ଶ models the temporal constraint time 
boundaries for lower and upper bounds 
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correspondingly. Lastly, the total trust score ൫ℜ(௝)൯ 
for 𝑗௧ℎthe node is represented as, 

 

ℜ(௝) =
ℜభ

(ೕ)
ାℜమ

(ೕ)

ଶ
       (6) 

 
Similarly, for all the SNs in the wireless sensor 

network, the trust score is calculated. Then, to sort 
the trusted and non-trusted SNs, the extracted 
features ൫ℏ(௜)

൯ and trust scores ൫ℜ(௝)൯ are given to 
the proposed WOSRCNN classifier. The combined 
features and trust scores are indicated by ൫𝜉(௞)൯, 

 
𝜉(௞) = ൫𝜉(ଵ), 𝜉(ଶ), … … , 𝜉(௡)൯       (7) 
 
Here, the number of extracted features and trust 

scores is signified as𝑛. 
 

3.4 Trust Node Classification with WOSRCNN 
 

CNN is a sort of DL architecture. Here, for SNs’ 
classification, the output of each layer is given as 
the input of the succeeding layer. The number of 

training parameters is lowered and the 
computational efficiency of the complex networks 
is improved owing to the local perception along 
with the weight-sharing characteristics of CNN. A 
pooling layer, fully connected layer, input layer, 
activation layer, and convolutional layer are 
comprised by the CNN. By applying a vector of 
weights and biases, the output is computed by every 
neuron in the CNN. But, grounded on the loss 
function, these weight values need to be adjusted in 
every single iteration to get an enhanced 
classification outcome. Moreover, the Rectified 
linear unit (Relu) activation function, which is 
utilized in the traditional CNN, suffers from the 
problem of unbounded and the gradients at the 
negative inputs are zero. This means during back 
propagation, the weight values are not updated. 
Thus, by utilizing the Kaiming variance system 
along with the replacement of the Relu activation 
function with Softplus Relu (SR), the weight values 
are optimized. Therefore, the modified CNN is 
renamed WOSRCNN. Figure 3 represents the 
general CNN architecture. 

 

 
Figure 3: General architecture of CNN 

 
The classification steps utilizing 

WOSRCNN are detailed below, 
 

 Input layer: Here, it receives the input and 
multiplied it by the weight and bias values of each 
neuron and produces the outcome. In this layer, the 
extracted node features and trust scores ൫𝜉(௞)൯ are 
given as input and the resultant outcome of the 

input layer (𝐼௠) with 𝑀(𝑚 = 1,2, … … , 𝑀) neurons 
can be expressed as, 
 
𝐼௠ = 𝜉(௞) ∗ 𝑊𝐼𝑚ூ௠   (8) 
 

Where, the input layer optimized weight and 
biases are differentiated by 𝑊ூ௠ and ℓூ௠. 
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Convolutional layer: Numerous maps of 
neurons that are defined as maps of features or 
filters are consisted in this layer. In size, it is quite 
identical to the input data’s dimensionality. It 
contains a series of 5*5 filters with a fixed size that 
is utilized to perform convolution on the input. The 
convolution operation in the convolution layer 
(𝐶௠) can be expressed as, 

 
𝐶௠ = ൫𝜉(௞) ⊕ 𝑊஼௠൯   (9) 

 
Here, the updated weight value connecting the 

input with the convolutional layer is denoted as 
𝑊஼௠. 

 
Pooling layer: This layer, which lowers the 

number of output neurons in the convolutional layer 
and combines the adjacent elements in the 
convolution output, is applied after the convolution. 
The output of the pooling operation (𝑃௠) is 
mentioned as, 

 
𝑃௠ = 𝑆𝑅(𝑊௉௠𝐶௠ + ℓ௉௠)   (10) 

 
Where, the activation function is specified as 

𝑆𝑅(∘), and the pooling layer optimized weight and 
bias values are exhibited as 𝑊௣௠, ℓ௣௠. 

 
Activation Function: For applying a non-linear 

function to the previous layer’s output, the SR 
activation function utilized in the proposed 
WOSRCNN is responsible. This can be formulated 
as, 

 

𝑆𝑅൫𝜉(௞)൯ = ቊ
𝑙𝑛൫1 + 𝑒క(ೖ)൯ − 𝑙𝑛(2)    𝜉(௞) < 0

𝑚𝑎𝑥൫0, 𝜉(௞)൯     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

(11) 
Fully connected layer: The learned feature 

vectors are flattened into one vector after the 
pooling layer; then, this vector is wielded as the 
input of the fully connected layers. It is wielded for 
understanding patterns that are produced by the 
prior layers. To all activations in the previous layer, 
neurons here have full connections. Hence, the 
network’s final result is, 

 
𝑂௠ = 𝑆𝑅(𝑊ை௠𝑃௠ + ℓை௠)   (12) 

 
Here, the network’s final output is signified as 

𝑂௠, and the fully connected layer optimized weight 
and bias values are represented as 𝑊ை௠, ℓை௠. 
Error Calculation: Here, the mean square error (𝛦) 
betwixt the estimated output (𝑂௘௦௧) and the 

obtained output (𝑂௠) is calculated by utilizing the 
equation given below, 
 

𝛦 =
∑ ை೐ೞ೟(௞)ିை೘(௞)ಿ

ೖసభ

ଶ
   (13) 

 
Thus, the trusted SNs from the non-trusted 

nodes are categorized correctly by the classifier; 
then, for the trusted nodes to carry out DT, the 
optimal paths are selected. The trusted SNs 

classified are signified by ቀ𝜗௝(𝑗 = 1,2, … … , 𝐽)ቁ. 

The weight optimization in each layer of the neural 
network is represented by, 

 

𝑣𝑎𝑟( 𝑊) =
ଶ

ெ
    (14) 

 
Where, the number of incoming neurons in the 

WOSRCNN network is denoted as 𝑀, and 𝑣𝑎𝑟(𝑊) 
signifies the weight optimization parameter. 

 
3.5 Node Distance Calculation 
 

To identify the shortest distance betwixt the 
source and destination, the distance betwixt every 
single node is computed after categorizing the 
trusted SNs. Grounded on the ED, the distance 
betwixt trusted SNs is computed. The Euclidean 
distance ൫𝐸஽(𝑗, 𝑙)൯ is computed utilizingthe 
equation given below, 

 

𝐸஽(𝑗, 𝑙) = ቀ∑ ൫𝜗௝ − 𝜗௟൯
ଶ௃

௝ୀଵ ቁ
ଵ

ଶൗ

  (15) 

 
Here, 𝜗௝ and 𝜗௟ signifies the 𝑗௧௛ and 𝑙௧ℎ SNs 

correspondingly. Then, for efficient 
communication, the optimal paths are selected 
centered on this distance. 

 
3.6 Optimal Path Selection by CLF_AVOA 
 

A newly developed nature-inspired meta 
heuristic optimization is named the African Vulture 
Optimization Algorithm (AVOA). It is grounded on 
the scavenging behaviour along with living habits 
of African vultures. Vultures are the ‘2’ groups of 
hunting birds. These birds are native to Asia, 
America, Africa, along with Europe. In a natural 
environment, for searching for food, vultures can be 
physically classified into ‘2’ groups. To find food 
and eat, each group has a different inability. These 
birds escape from the hungry trap due to each 
vulture’s tendency to search for food for hours and 
eat. But, there is no assurance that the final 
population will comprise accurate estimations for 
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the global optimum at the exploration phase’s end 
while solving the complex optimization problems. 
In the optimal local location, this leads to premature 
convergence. Therefore, the Chebyshev Chaotic 
Map (CCM) is utilized to surge the performance in 
resolving complex problems. To avert premature 
convergence and to obtain the best optimal solution, 
this map initializes the population in the primary 
step. Moreover, to boost the convergence speed of 
the AVOA algorithm, the Levy flight step size is 
adjusted adaptively. The proposed optimization 
mechanism is named CLF_AVOA owing to the 
adoption of the CCM along with Levy flight step 
size. The CLF_AVOA-based optimal path 
selection’s step-by-step procedure is given below, 

 
Step 1: Here, 𝜔(௜) = 𝜔(ଵ), 𝜔(ଶ), … … , 𝜔(௴) 
represents the number of trusted SNs, which 
becomes the initial population of African vultures, 
where (𝑖 = 1,2, … … , 𝛨)indicates the number of 
weight values in every single layer of the network 
(number of vultures in the population). Then, 
utilizing the Chebyshev chaotic mapping function, 
the 𝐻 vultures are initialized and positioned in 
the𝑑 −dimensional search space. A chaotic map, 
which displays some kind of chaotic behavior over 
time (𝑡), is a mathematical function. It is 
characterized as, 
 
𝜔(௜)

௧ାଵ = 𝑓൫𝜔(௜)
௧൯   (16) 

 
The chaotic variable 𝜔(௜)

௧ାଵ at time (𝑡 + 1) 
depends on the variable 𝜔(௜)

௧ at time(𝑡) in the 
chaotic system. Therefore, the Chebyshev chaotic 
function wielded to initialize and position the initial 
vulture population is described as, 

 

𝜔(௜)
௧ାଵ = 𝑐𝑜𝑠 ൬

ఞ

௖௢௦൫ఠ(೔)
೟൯

൰   (17) 

 
Step 2: Here, to divide the population into two 
groups, the fitness value is computed. Then, the 
best solution is considered the best first vulture; 
also, the second solution becomes the second-best 
vulture. A population is formed by others, which 
moves or substitutes one of the two best vultures in 
every single performance. The fitness is evaluated 
grounded on the node degree, shortest distance, 
high trust score, centrality factor, and high residual 
energy to obtain the optimized weights. The fitness 
calculation ൫𝐹(௜)൯ is denoted by, 
 
𝐹(௜) = 𝑚𝑎𝑥൫𝐸஽(𝑗, 𝑙)൯ + 𝑐𝑙𝑜𝑠𝑒𝑛𝑒𝑠𝑠(𝜕) +

𝑚𝑎𝑥(𝑛𝑜𝑑𝑒  𝑑𝑒𝑔 𝑟 𝑒𝑒)   (18) 

 
Where, 𝜕 is the centrality factor, which is the 

closeness of nodes to their neighbors. The weakest 
along with the hungriest vultures are represented by 
the lower fitness. This corresponds to the worst 
vultures at present. Conversely, the strongest along 
with the most abundant vulture is represented by 
the higher fitness that corresponds to the best 
vulture at present. Here, all the vultures migrate 
towards the best vultures; also, move away from the 
worst ones. 

 
Step 3: The vulture population is grouped 
according to the fitness measure after fitness 
calculation. In the first group, the vulture that 
belongs to the best solution is positioned. Similarly, 
in the second group, the vulture that belongs to the 
second-best solution is positioned. In the third 
group, other vultures are positioned. As the first 
along with second-best vultures have guiding 
effects, the movement of vultures in the current 
iteration is formulated as, 

 

𝜹(𝒊) = ቊ
𝑭(𝒊𝟏)

∗  𝒇𝒐𝒓 𝑷(𝒊) = 𝜺𝟏

𝑭(𝒊𝟐)
∗  𝒇𝒐𝒓 𝑷(𝒊) = 𝜺𝟐

  (19) 

 
Where, 𝐹(௜)

∗, 𝐹(௜)
∗ stands for the 1st and 2nd best 

vultures respectively. In the range of (0, 1), 𝜀ଵ, 𝜀ଶ is 
the random number. By utilizing the Roulette wheel 
to select each of the best solutions, the probability 
of choosing the best solution is increased. 

 

𝑃(௜) =
ி(೔)

∑ ி(೔)೔
    (20) 

 
Step 4: The vultures cannot travel long distances 
when they are partially hungry owing to their 
lacking physical strength. It has adequate strength 
to find food when they are not very hungry. Thus, 
hungry vultures will become aggressive. Therefore, 
instead of searching for food by themselves, they 
will remain nearby the vultures with food. 
Accordingly, the exploration stage along with the 
exploitation stage of vultures can be made. The 
degree of hunger is wielded as a sign of vultures’ 
transition as of the exploration to the exploitation 
stage. The hunger degree ൫𝜑(௜)൯ can be estimated 
as, 
 

𝜑(௜) = (2 ∗ 𝜀 + 1) ∗ 𝛾 ∗ ቀ1 −
௧

௧೘ೌೣ
()ቁ (21) 

     Where, 𝛾 is a random number betwixt -1 and 1, 
the maximum iteration number is described as 
𝑡௠௔௫, and 𝜂 can be calculated as, 
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𝜂 = 𝜄 × 𝑠𝑖𝑛(௜) ቆ
𝜋

2
∗

𝑡

𝑡௠௔௫

() 𝑐𝑜𝑠 ൭൬
𝜋

2
∗

𝑡

𝑡௠௔௫

()൰ ()൱ቇ 

(22) 
 Here, 𝜄 stands for the random number in the 

interval [-2, 2]. 
 

Step 5: The exploration behavior of vultures can be 
modeled based on the levy flight distribution. The 
levy flight ൫𝑙(𝑓)൯ is mentioned as, 

𝑙(𝑓) =
௠௘௔௡

|௩௔௥ ௜௔௡௖௘|
భ

ഗൗ
   (23) 

 
In equation (23), 𝜓 is a fixed parameter. 

Therefore, the exploration stage becomes, 
 
𝜔(௜)

௧ାଵ =

ቊ
𝛿(௜) − 𝑑(௜)

௧ ∗ 𝜑(௜)  𝑙(𝑓) ≥ 𝜏ଵ

𝛿(௜) − 𝜑(௜) + 𝜏ଶ ⋅ (𝑢𝑝𝑝𝑒𝑟 − 𝑙𝑜𝑤𝑒𝑟) ⋅ 𝜏ଷ + 𝑙𝑜𝑤𝑒𝑟  𝑙(𝑓) < 𝜏ଵ

     (24) 
Here, 𝜏ଵ, 𝜏ଶ, 𝜏ଷ are the random numbers, which 

are uniformly distributed in the range [0, 1], 
𝑙𝑜𝑤𝑒𝑟, 𝑢𝑝𝑝𝑒𝑟states the lower and upper bounds 
respectively, and the distance betwixt the vulture 
and the current optimal vulture is expressed as 
𝑑(௜)

௧, which is measured as, 
 
𝑑(௜)

௧ = ห𝜁 ∗ 𝛿(௜) − 𝜔(௜)
௧ห  (25) 

 
Step 6: Here, food competition and rotating flight 
stages are developed to balance the exploration 
along with exploitation ability. The vulture is 
energetic and full if 𝛿(௜) is betwixt 0.5 and 1 during 
the food competition phase. Then, the strong 
vultures share their food while the weak vultures 
attack the stronger ones for food. Hence, the 
vulture’s position is denoted as, 
 
𝜔(௜)

௧ାଵ = 𝑑(௜)
௧ + ൫𝜑(௜) + 𝜏ସ൯ − ℎ(௜)

௧ (26) 
 
ℎ(௜)

௧ = 𝛿(௜) − 𝜔(௜)
௧   (27) 

 
When the vulture will not undergo food 

competition, the rotating flight stage takes place. At 
this juncture, the vulture experiences spiral 
movement, and the position is updated as, 

 
𝜔(௜)

௧ାଵ = 𝜑(௜) − ൫𝐴(௜ଵ) + 𝐴(௜ଶ)൯  (28) 

𝐴(௜ଵ) = 𝜑(௜) ∗ ൬
ఛఱ∗ఠ(೔)

೟

ଶగ
൰ ∗ 𝑐𝑜𝑠൫𝜔(௜)

௧൯ (29) 

𝐴(௜ଵ) = 𝜑(௜) ∗ ൬
ఛల∗ఠ(೔)

೟

ଶగ
൰ ∗ 𝑠𝑖𝑛൫𝜔(௜)

௧൯ (30) 

 

Likewise, all vultures have enough food and are 
full when 𝛿(௜) becomes less than 0.5. Yet, the best 
vultures become hungry; then, they attack for food. 
Therefore, with aggregation along with attack 
behavior, the exploitation takes place. The set of 
optimal solutions is attained finally. These are the 
optimal weight values. Figure 4 reveals the 
proposed CLF_AVOA optimal path selection 
methodology’s pseudo code. 
 

 
Figure 4: Pseudo code of the proposed CLF_AVOA 
 
3.7 Data Partitioning  
 
 The sensor data is divided into various parts of 
fixed size, encrypted, and then transfers into the BS 
through different routes after optimal paths are 
identified. All the partitioned data are amalgamated 
into a single message and are stored for the further 
process when the packet receives the BS. To secure 
the data from intruders, data splitting is executed. 
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Because all the packets of the message had to be 
tracked if an intruder needs to access the data. One 
has to take care of the whole network to track that. 
This is more complicated. Thus, after partitioning, 
such encryption of data enhances the security of 
DT. Let 𝑋be the input message that is sensed by the 
SNs, it is further separated into 𝐺-number of 
individual data൫𝑋௚൯, 
 
𝑋௚ = [𝑥ଵ, 𝑥ଶ, … … , 𝑥ீ]   (31) 
 
3.8 Data Encryption via ASCII-DSAES 
 
 Here, by utilizing ASCII-DSAES, the 
detached data in equation (30) is encrypted to send 
them through various optimal paths. Advanced 
Encryption Standard (AES), which utilizes a single 
key for the encryption along with the decryption 
process, is a symmetric key iterative block cipher-
centric encryption approach. The number of 
encryption together with decryption rounds to be 
performed is decided by the key length. This may 
be 10, 12, and 14 rounds for various input bits. 
SubBytes, ShiftRow, MixColumn, and AddRound 
key are the four transformations comprised by each 
round. However, the limitation of this model is that 
it may be susceptible to fault occurrence with 
complex computational steps. In this paper, to solve 
these issues and add more security, a modified form 
of AES with ASCII to the decimal conversion of 
input is performed at first with the replacement of 
the MixColumn step with a sorting operation. This 
replacement along with conversion lowers the 
complexity and adds more security than general 
AES. Thus, the proposed encryption system is 
named ASCII-DSAES. The steps are explained 
below, 
 
 ASCII conversion: The input message ൫𝑋௚൯ is 
converted into ASCII form. The broadly utilized 
character encoding format for text data is ASCII. 
The conversion of ൫𝑋௚൯ into 𝑋෠௚is, 
 
𝑋෠௚ → ∏ 𝑋௚଴ିଵଶ଼     (32) 
 
 Decimal conversion: After the conversion of 
partitioned input into ASCII form, for adding more 
security to the input, it is converted into a decimal 
number. It is expressed as, 
 
𝑌௚ → ∏ 𝐷൫𝑋෠௚൯଴௧௢ଶହହ    (33) 

Where, 𝑌௚ is the decimal form of 𝑋෠௚. 

 
 SubBytes: It is the only non-linear along with 
invertible byte transformation. Through the 
substitution box (S-box)’s row and column, it 
replaces the input data block’s every single byte. 
The S-Box has distinct mathematical properties. 
This ensures changes in individual state bits 
propagate across the cipher text rapidly, which 
provides confusion. During decryption, to undo the 
SubBytes transformation’s effect, the inverse 
substitution table is wielded. This can be stated as, 
 
𝒀𝒈

∗ ↔ 𝒀𝒈 & 𝑳𝒖𝒑𝒕𝒂𝒃   (34) 
 

Where, 𝑌௚
∗ describes the replaced bit with the 

data from the look-up table ൫𝐿௨௣௧௔௕൯. 
 
 ShiftRows: By utilizing a certain offset, this 
manipulates the state’s rows to shift the bytes in 
every single row. This is the cycling shifting of 
each row. Here, the first row is left with no change. 
Then, with one-byte, two-byte, along with three-
byte circular shifts, the other rows are shifted. The 
same process is executed during decryption. Here, 
the first row remains unchanged. Whereas 
grounded on the same offset utilized during 
encryption to shift them to the left, the other rows 
are shifted to the right. 
 
 Sorting: Sorting is performed in ascending 
order after shifting each row. The process of 
arranging data in an orderly sequence is named 
sorting. 
 
 AddRound key: In ASCII-DSAES, this is the 
last step. The round key bytes are XORed. It has 
every single byte resulting from the prior phase to 
provide confusion. This operation is expressed as, 
 
𝐶௣ℎ = 𝛹௚ ⊕ ℘    (35) 
 
 In the above equation, the encrypted cipher 
text is signified as𝐶௣௛, the sorted data is indicated 
as𝜓௚, and the round key is denoted as℘. This 
operation is executed grounded on creating the 
relationship betwixt key and cipher text, which is 
from the previous step. On the key, which is 
denoted by users, the AddRound Key output 
exactly depends. Till the final round, these steps are 
continued. Figure 5 displays the structure of the 
ASCII-DSAES encryption algorithm. 
 

 



Journal of Theoretical and Applied Information Technology 

31st August 2023. Vol.101. No 16 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6683 

 

 
Figure 5: Structure of ASCII-DSAES 

 
4. RESULTS AND DISCUSSION 
 
 By analogizing the attained results of the 
presented technique with the prevailing 
frameworks, the proposed trust-centric SR 
mechanism’s performance is verified in this part. 
For optimal path selection, malicious node 
classification, and data encryption, the superiority 
measurement is made. 
 
4.1 Performance Assessment of Proposed 

WOSRCNN 

 Regarding False Positive Rate (FPR), 
precision, f-measure, specificity, Negative 
Predictive Value (NPV), accuracy, recall, and 
sensitivity, the results are evaluated by analogizing 
the presented WOSRCNN classifier for trusted 
node classification with prevailing classifiers like 
Feed Forward Neural Network (FFNN), Recurrent 
Neural Network (RNN), Long-Short Term Memory 
(LSTM), and CNN. Figure 6 illustrates the 
graphical estimation of accuracy, precision, along 
with recall.  
 

 
Figure 6: Graphical comparison of proposed WOSRCNN with existing classifiers 
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From Figure 6, the presented WOSRCNN 
achieves accuracy (97.56%), precision (97.14%), 
and recall (97.84%). Whereas, the accuracy, 
precision, and recall attained by the prevailing CNN 
are 95.42%, 95.02%, and 96.01% correspondingly. 
In contrast to the previous CNN, the WOSRCNN 
achieves higher percentages. This is due to the 
optimized weights along with SR activations. 
Conversely, the conventional LSTM, FFNN, and 
RNN achieve lower accuracy, precision, and recall 
than CNN as well as WOSRCNN. Therefore, it is 
clear that when compared to the baseline classifiers, 
the WOSRCNN classifies the trusted nodes from 
the non-trusted nodes accurately. Table 1 depicts 
the superiority measurement grounded on f-
measure, sensitivity, along with specificity. 

 
Table 1: Comparative analysis of proposed 

WOSRCNN using f-measure, sensitivity, and specificity 
 

Techniques/ 
Performance metrics 

F-measure 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

RNN 88.88 88.76 89.09 
FFNN 91.37 90.72 92.85 
LSTM 94.46 93.96 93.74 
CNN 95.83 96.19 95.91 

Proposed  
WOSRCNN 

96.98 97.05 97.28 

 
The proposed and prevailing classification 

mechanisms’ specificity, sensitivity, along with f-
measure is demonstrated in table 1. The accuracy 
measure of the classifier, which results from the 
weighted mean of precision and recall metrics is 
termed F-measure. Sensitivity along with 
specificity describe the accuracy of classification, 
which reports the presence or absence of malicious 
nodes in WSN. Therefore, the superior performance 
of the classification system is depicted by the 
higher percentage of these metrics. Accordingly, 
the WOSRCNN attains the F-measure, sensitivity, 
and specificity of 96.98%, 97.05%, and 97.28% 
respectively, which is higher compared to the 
previous RNN, FFNN, LSTM, and CNN that attain 
the F-measure, sensitivity, and specificity of RNN 
(88.88%, 88.79%, and 89.09%), FFNN (91.37%, 
90.72%, and 92.85%), LSTM (94.46%, 93.96%, 
and 93.74%), and CNN (95.83%, 96.19%, and 
95.91%). Therefore, the proposed classifier out 
performs the conventional techniques. The 
presented classifier’s performance evaluation 
grounded on FPR and NPV is shown further. 

 
 

 

 
 

Figure 7: FPR and NPV analysis 
 

To reveal the proposed classifier’s 
effectiveness, the FPR and NPV of the proposed 
and prevailing classification algorithms are shown 
in Figure 7. The WOSRCNN attains a higher NPV 
(97.84%) with a lower FPR (13.42%). The 
classification of the trusted node as trusted is 

determined by the NPV. The higher NPV displays 
that the presented classifier classifies the trusted 
nodes efficiently. On the other hand, the percentage 
of falsely detecting the trusted nodes as non-trusted 
ones is denoted by FPR. The lower rate of FPR 
indicates that the proposed classifier proficiently 
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classifies the trusted nodes with less false detection. 
However, the prevailing techniques have higher 
FPR and lower NPV analogized to the proposed 
mechanism. Thus, it displays that the presented 
methodology outperforms the conventional models. 
From the overall analysis, it shows that the 
proposed classifier classifies the trusted and non-
trusted nodes more apparently than any other 
conventional methodologies. 

 
 
 
 
 

4.2 Superiority measurement of Optimal path 
selection method 
 
 Here, the approach wielded for selecting the 
optimal trusted paths for efficient DT in the 
presented model is analogized with baseline 
optimization approaches viz., Golden Eagle 
Optimizer (GEO), Particle Swarm Optimization 
(PSO), AVOA, along with Ant Colony 
Optimization (ACO). Regarding the Packet Loss 
Ratio (PLR), delay, network lifetime, throughput, 
and energy consumption, the comparative 
evaluation takes place. The assessments are 
explained as follows, 
 

 
(a) 

 

 
(b) 
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(c) 

Figure 8: performance measurement based on (a) throughput, (b) delay, and (c) PLR 
 
The proposed and existing techniques’ 

throughput, delay, and PLR are displayed in figure 
8. Grounded on the number of SNs in the range of 
50 – 250, the assessment is made. The amount of 
data processed in a given time is calculated by the 
throughput. This is analyzed in figure 8 (a). 
Regarding Bits per second (Bps), it is computed. 
Better performance is shown by the higher 
throughput. For 50 nodes, the throughput rate 
attained by the proposed CLF_AVOA is 3747 Bps. 
The throughput increases when the number of 
nodes increases, that is, 5509Bps for 250 nodes. 
Whereas, the prevailing GEO has a throughput of 
1411bps for 50 nodes, which is lower. The delay in 
DT of the proposed and conventional frameworks is 
shown in figure 8 (b). The lower delay shows better 
performance. From the figure, the CLF_AVOA has 
a lower delay of 159ms for 50 nodes and reaches a 
maximum of 1043ms for 250 nodes. This shows 
that the DT is done efficiently. Conversely, for 50 
nodes, the existing FSO has 364ms and for 250 
nodes, it reaches 1843ms. Therefore, in contrast to 
the presented algorithm, the previous approach has 
a higher delay. The PLR, which defines the number 
of data loss that occurs during DT, is displayed in 
figure 8 (c). The CLF_AVOA obtains a lower PLR 
of 23.5433% - 21.1147%. This is shown in the 
graph. PLR decreases when the number of nodes 
increases. When analogized with the proposed 
technique, the prevailing FSO, PSO, ACO, and 
GEO has higher PLR. From the overall evaluation, 
it is clear that the presented model transfers data 
efficiently through the optimal path with high 
throughput, low delay, and low PLR. 

 

Table 2: Result comparison in terms of (a) energy 
consumption and (b) network lifetime 

 
(a) 

Techniques 
Energy consumption (J) 

50 100 150 200 250 
GEO 4932 5733 6862 7914 8947 
ACO 3753 4792 5837 6696 8143 
PSO 2646 3736 4812 5699 6523 
FSO 2113 3095 4112 5162 6105 

Proposed 
CLF_AVOA 

1672 2334 3316 4287 5212 

 
(b) 

Techniques 
Network lifetime (ms) 

50 100 150 200 250 
GEO 1587 2774 4157 6517 8236 
ACO 2235 3657 5847 7463 8547 
PSO 2754 4278 6433 8477 11014 
FSO 3477 5124 7633 9665 12127 

Proposed 
CLF_AVOA 

3686 5847 8245 11025 144634 

 
The comparative analysis of network (a) energy 

consumption and (b) lifetime is demonstrated in 
table 2.For a minimum of 50 nodes and a maximum 
of 250 nodes, the energy consumption of the 
presented technique is 1672J to 5212J, which is 
lower when compared to the prevailing FSO that 
has the energy consumption of 2113J to 6105J and 
other conventional techniques. In table 2 (b), as the 
optimal path is utilized in the proposed mechanism, 
the network lifetime is larger than other 
methodologies for a varying number of nodes. Due 
to the proposed optimal routing path selection, the 
technique attains lower energy consumption 
together with a higher network lifetime. This is 
energy-efficient, shortest, and secure for DT 
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betwixt SNs. Therefore, it shows that the presented 
technique balances the throughput, energy 
consumption, along with network lifetime 
efficiently in contrast to the other models. 

 
4.3 Performance analysis of proposed ASCII-
DSAES 
 
 With conventional techniques like Diffie-
Helmann (DH), AES, Rivest-Shamir-Adleman 
(RSA), and Elliptic Curve Cryptography (ECC) 
grounded on Encryption Time (ET), decryption 
time, along with security level, the performance of 
the presented ASCII-DSAES approach wielded for 
data encryption is evaluated in this subsection. 

Figure 9 explicates the ET together with decryption 
time assessments. 
 
 The proposed and prevailing algorithms’ ET 
along with decryption time is depicted in figures 9 
(a) and (b). From the graphs, the encryption along 
with decryption time taken by the proposed 
methodology is much lesser. Regarding the data 
size in Mega Bytes (MB), the time varies. The 
ASCII-DSAES takes 3408ms to encrypt the 
message and 2766ms to decrypt the information 
when the data size is 50MB. Conversely, to encrypt 
and decrypt the data, the conventional AES, ECC, 
RSA, along with DH mechanisms take more time. 
Therefore, it proves that the presented scheme is 
more secure and faster than previous techniques.

 

 
(a) 

 
(b) 

 
Figure 9: (a) Encryption and (b) decryption time analysis 
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Figure 10: Security level of proposed and existing systems 
 
Figure 10 compares the presented and conventional 
models’ security levels. The higher security level 
defines that the proposed system is highly secure 
for DT. The security percentage achieved by the 
proposed ASCII-DSAES is 97.84%. Whereas, the 
security level for the previous AES, ECC, RSA, 
and DH is 93.65%, 91.45%, 87.93%, and 83.45% 
correspondingly, which are lower compared to the 
ASCII-DSAES. Hence, it is clear that the proposed 
framework is more secure and faster than other 
systems. 
 
5. CONCLUSION 
 
 A novel WOSRCNN-centric trust model with 
SR along with DT protocol utilizing CLF_AVOA 
and ASCII-DSAES algorithms is proposed in this 
paper. Here, to categorize the SNs, WOSRCNN is 
wielded. Also, for transmitting the data securely, 
CLF_AVOA is utilized to identify the optimal 
paths. In addition, to prevent the data from any 
attacks, ASCII-DSAES is utilized. The outcomes 
display that the proposed mechanism attains the 
detection accuracy of 97.56%, precision of 97.14%, 
and recall of 97.84%. The presented technique also 
obtains a higher throughput (3747Bps), lesser 
energy consumption (1672J) with a longer network 
lifetime (3686ms) for 50 nodes. To withstand 
various attacks, the security level achieved by the 
proposed scheme is 97.84% with less ET (701ms) 
and decryption time (411ms) for 10MB of data. 
Therefore, the presented model is found to be 
strong and efficient for the estimation of trusted 
nodes and secure DT. By adopting more advanced 

systems with energy-efficient DT along with user 
and device authentication, this work will be 
improved in the future. 
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