
Journal of Theoretical and Applied Information Technology 
31st August 2023. Vol.101. No 16 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6414  

DEEP NEURAL SYSTEM FOR IDENTIFYING CYBERCRIME 
ACTIVITIES IN NETWORKS 

 
1YERININTI VENKATA NARAYANA, 2Dr. MOORAMREDDY SREEDEVI 

 
 1Research Scholar, Department of Computer Science, Sri Venkateswara University, Tirupati, Andhra 

Pradesh,  
2 Associate Professor, Department of Computer Science, Sri Venkateswara University, Andhra Pradesh,  

Email: naarayanaa808@gmail.com,, msreedevi_svu2007@yahoo.com 
 

ABSTRACT 
 

Nowadays, the increase in communication networks increases the risk of cybercrime. These crimes affect all 
individuals, from children to adults. Cybercrime causes serious impacts that many nations were researching 
various detection frameworks and safeguard approaches such as regulation of internet usage, establishing an 
organization to deal with cybercrime issues and adaptive forensic techniques. The various limitations 
regarding the cybercrime detection framework must be eliminated. Hence this current article reviewed 
different cybercrime detection frameworks based on deep neural models. Here several literature works were 
discussed with their advantages and their limitations. Furthermore, in the performance analysis section, the 
results of the few works were compared. Subsequently, common defeats and their reason were explained in 
the discussion part. Finally, future works have directed the following studies to improve the efficiency of the 
detection frameworks. 
Keywords: Cybercrime, Intelligence Frameworks, Classification, Features. 

 
1. INTRODUCTION  
 Any crimes achieved through the 
system or other communication tools by creating 
a bad impact or damage to the people and 
breaking the properties or system are termed 
cybercrime [1]. Cybercrimes are classified into 
two classes, namely, computer-focused and 
computer-assisted cybercrimes [2]. The crimes 
like stalking, fake laundering of money etc., have 
come under computer-assisted crimes, and the 
assaults like phishing, hacking and spoiling of 
online sites come under the computer-focused 
activities of crimes [3]. In 2003, a huge financial 
loss of about 100 billion USD arose due to the 
effect of cybercrime. Also, in 2007, there was a 
rush of about 100 billion  
 
 
USD in cybercrime, and the actionable trades 
exceeded 21numbers [4]. Every day the storing 
and processing of data on the computing system 
are gradually rising with the data of people 
communicating, sharing, and working using the 
internet and computers [5]. It erased the language 
and the country barrier. However, these 
properties make the system more difficult to 
detect and monitor cyber problems [6]. 
Whenever dealing with people on the internet, 
the concept of cyber-crimes appears. Therefore, 
cyberspace is not preserved from either 

cybercrimes or intruders [7]. Gathering accurate 
information about cybercrimes is quite difficult. 
Also, the severities of the cyber problems remain 
unnoticed due to the lack of knowledge about 
cybercrimes [8]. Law enforcement plays a crucial 
role in controlling the severity of the reported 
crimes [48]. The main three research tracks in 
cybercrime intelligence are given in fig.1. 

Cybercrime 
intelligence

Detection Analysis 
Intelligence 
framework

 
Fig.1. Cybercrime Research Tracks 

 
 Nowadays, intruders take numerous ways 
to accomplish cybercrimes [9]. The distributed and 
internet computing environment extension makes 
the system more vulnerable to intrusions and 
attacks [10]. Furthermore, with the growing 
network rate, cybercrimes are globally enhanced, 
becoming a threat to any computing or 
communication system [46]. It also makes it hard to 
manage new crimes or threats [11]. A conventional 
working algorithm prevents combating virtually 
progressing cyber-attacks [12]. This is an important 
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reason to develop the most innovative 
intelligence technology to fight against 
cybercrimes. Some hardware, like detectors and 
sensors, is insufficient for cybercrime analysis 
and monitoring [13]. These are hardware areas 
not capable of recognizing the behaviours of 
normal and criminal activities. They must be 
adaptable, strong, and able to detect wide cyber 
threats [14]. To increase their capacity, more 
intelligence technology was adapted to 
categorize the normal and the abnormal 
situations and make it reliable for real-time 
detections [15]. Artificial intelligence offers 
major ways to detect cybercrimes [16].  
 The technologies such as neural 
networks, fuzzy logic, ML, pattern recognition, 
data mining etc. [17] have played the most crucial 
character in cybercrime detection and protection 
[47]. According to various studies, artificial 
intelligence like DL or ML is mostly used for 
cybercrime detection [18, 19]. Also, it offers self-
management, self-security and tuning [20]. 
However, some traditional AI approaches focus 
only on the person's behaviours, knowledge 
representations and interference methods. So, 
few kinds of literature are reviewed with their 
advantages and limitations, and their future scope 
is discussed. 
 
2. DEEP NEURAL SYSTEM FOR 

CYBERCRIME DETECTION 
 The network's crime rate has increased 
as neither of the conventional frameworks 
executed by forensic experts has prevented or 
minimized the cybercrimes [45,49]. This is due 
to the fact that the targets or victims of 
cybercrimes vary according to the reason for the 
crime, and cybercriminals always develop their 
techniques and make use of new approaches to 
accomplish crimes and accomplish their 
objectives. Many studies have been done in the 
past to provide techniques for identifying 
cybercrimes. Here is an overview of the many 
deep neural-based crime detection algorithms. 
 
2.1. Multi-classification-based cybercrime 

detection 
 Manyumwa et al. [32] suggested the 
multiclass classification approach using 
ensemble boosting algorithms to detect the 
malicious URL attack in cyberspace. This model 
aimed at three main attacks: phishing, malware 
and spam. The CatBoost, AdaBoost, XGBoost 
and LightGBM are used to design the multiclass 
classification approach. Here the XGBoost 
shows increased performance. The network 

creates a large attack surface for cybercriminals, 
which produces harmful effects for individuals. So, 
to detect these attacks, Ullah et al. [38] introduced 
the CNN framework in 1D, 2D and 3D. Here it 
validates the 4 available datasets. Additionally, 
transfer learning is utilized to perform the 
multiclass and binary classification using CNN. 
These classifications achieved a higher 
performance result. The comparisons are given in 
table.1. 

Table.1. Comparison Of Multi-Classification-Based 
Cybercrime Detection 

Author Method 
Advanta

ges 
Disadvanta

ges 

Manyum
wa et al. 

[32] 

CatBoos
t, 

AdaBoo
st, 

XGBoos
t and the 
LightG

BM 

Better 
performa

nce 

XGBoost 
outperform
s the others 

Ullah et 
al. [38] 

CNN 

Less time 
to train 

and 
validatio

n 

The FNR 
rate is very 

high. 

 
2.2. Hybrid architecture for cybercrime 

detection 
 Cybercriminals utilize malicious URLs to 
commit numerous crimes in the network. Therefore 
Srinivasan et al. [27] designed a DeepURLDetect 
(DURLD) to detect the malicious website using a 
hybrid of CNN and LSTM. It gives a better 
detection rate. However, it can be designed as more 
robust by incorporating the extra auxiliary modules. 
Cybercrime analysis-based ML algorithms are 
time-consuming. So Vinayakumar et al. [28] 
proposed a novel ScaleMalNet by a hybrid of 3 DL 
structures such as DNN, CNN and RNN. Here the 
feature analysis is carried out based on static and 
dynamic analysis and additional image processing 
techniques. It can detect a wide range of malware in 
real-time data. Robertas et al. [41] presented an 
ensemble that relied upon a classification approach 
for cybercrime detection. Here the classification is 
executed by the stacked ensemble network and 
CNN for improving the recognition of windows PE 
malware. The performance of the proposed 
framework exceeds the other ML approaches. In 
future, this framework will be extended for large 
dataset processing.  
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Table.2. Comparison Of Hybrid Architecture For 
Cybercrime Detection 

Author Method Advant
ages 

Disadvan
tages 

Srinivasa
n et al. 

[27] 
DURLD 

better 
detectio
n rate 

it can be 
designed 
as more 

robust by 
incorporat

ing the 
extra 

auxiliary 
modules 

Vinayak
umar et 
al. [28] 

ScaleMa
lNet 

Detect 
wide 

range of 
real 
time 

malware
s 

The hyper 
tuning 
method 
has not 
been 

adopted. 

Robertas 
et al. 
[41] 

stacked 
ensembl

e 
network 

and 
CNN 

Better 
than ML 
techniqu

es 

Not 
suitable 
for large 

set of data 

Srinivasa
n et al. 

[26] 

deep 
spam net 

No need 
of 

feature 
engineer

ing 
phase 

Not 
suitable 
for real 

time 
dataset 

 
 The past work on ML-based cybercrime 
detection relied on the feature engineering phase. 
It is difficult for the adversarial network. So 
Srinivasan et al. [26] designed a DL architecture 
named deep spam net which uses CNN and 
LSTM and relies on natural language processing 
to detect the spam in the email. This network 
leverages the text and directly maps into the 
email's spam. This model focuses on real-time 
data for further extension. Omrani et al. [22] 
investigated the binary classification using ANN 
and SVM by analyzing the TCP connection 
traffic as a benign or suspicious for the detection 
of cybercrimes in the network application and 
electronic devices' increasing environment. The 
comparisons of these approaches are given in 
table.2. 
2.3. ML based cybercrime detection 

Some of the existing approaches suffer 
from the inadequate presence of computation 

methods, and the predictions are failed, especially 
on the unstructured data. To overcome these 
problems, Ruba et al. [23] presented a flexible 
computation tool employing the ML technique to 
analyze cybercrimes. However, to extend the 
preventive measures and actions, the extension of 
features is required. Also, crime detection features 
can be enhanced by deep learning. Islam et al. [34] 
introduced an effective online bullying and abusive 
message through the combination of NLP and ML 
algorithms. It detects the crime messages based on 
two unique features Term Frequency-inverse text 
frequency (TF-ITF) and Bag of Words (BoW). The 
various ML model involved in this detection 
process is support vector machine (SVM), Decision 
Tree (DT), Naïve Bayes (NB) and Random Forest 
(RF). Here the SVM outperforms the other three 
algorithms, and the TF-IDF gives better accuracy. 

Nowadays, cyber criminals achieve 
greater benefits from attacking the crypto-currency 
mining pools. So to detect this abusive crypto-
mining activity Pastor et al. [37] introduced 
network flow features based on ML and deep 
learning (DL) models. The fully connected neural 
network (FCNN) is utilized, for the model training 
and classification is tested with RF, Logistic 
regression (LR) and Regression Tree (RT) models. 
However, the FCNN produced the worst result 
using the network flow features. 

The increased popularity of social media 
platforms has given rise to cyberbullying in online 
communication and social media. Therefore Garadi 
et al. [29] derived the special features of Twitter and 
tested them in the ML techniques. The proposed 
features result from the feasible detection of 
cybercrime in the Twitter network. Here the 
selected features increased the performance results 
and the discriminative power. 

 
Table.3. Comparison Of ML Techniques 

 
Auth

or 
Method 

Advanta
ges 

Disadvant
ages 

Ruba 
et al. 
[23] 

NB, k- means 
clustering. 

Increase
d 

performa
nce 

The 
extension 
of features 
is required 

Islam 
et al. 
[34] 

SVM, DT, 
NB and RF 

Better 
accuracy 

Only SVM 
outperform

s others 

Pasto
r et 
al. 

[37] 

FCNN, RF, 
LR and RT 

Less 
time 

FCNN 
produced 
the worst 

result 
using the 
network 
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flow 
features. 

Gara
di et 
al. 

[29] 

NB,SVM,KN
N,RF 

Selected 
features 
increase

d the 
performa

nce 
results 

Change in 
crime 

behaviour 
affects the 
accuracy 

Bous
si et 
al. 

[24] 

ML 
algorithm 

It detects 
crimes 

regardles
s of the 
places 

Detect 
only 

higher-
priority 
malware 

Alam 
et al. 
[43] 

RF and DT 

RF 
produce
d high 

accuracy 

The attack 
is not 

predicted 
for logged 

dataset 
 
 To ensure better security in cyberspace, 
Boussi et al. [24] introduced a new framework 
that performs the ML classification function. 
This framework employed the basic process, 
such as data training on the chip and activation of 
the classification algorithm. This chip is 
incorporated into electronic devices. It detects 
crimes regardless of the place. In future, it will be 
implemented to show its efficiency. To detect the 
phishing attack in the system, Alam et al. [43] 
explained the ML methods such as RF and DT. 
Additionally, for the feature selection, the model 
used the feature selection algorithm such as IG, 
GR, relief-F and REF and also, to classify the 
parameters in the dataset, PCA is applied to the 
designed framework. The advantages and 
disadvantages of the reviewed ML techniques are 
listed in table.3. 
2.4. Optimized network for cybercrime 

detection 
 To create a robust cybercrime detection 
framework, Singh et al. [31] used the cuckoo 
search (CS) meta-heuristic approach for the 
learning of preprocessing, feature analysis and 
classification methodologies. Content-based 
detection is improved by this introduced 
technique. Here the SVM and NB are used as the 
classification methodologies. Here, the cuckoo 
search is utilized to select a better model and 
optimize the classification parameters. The 
suggested approach is tested on the Twitter 
dataset. Singh et al. [33] introduced a cuckoo-
inspired ensemble network for the detection of 
content-based crimes. This model is tested on 
four datasets. The proposed framework has 
attained better detection performance for all four 

datasets. The comparison is given in the table.4. 
 

Table.4. Comparison Of Optimized Network For 
Cybercrime Detection 

Autho
r 

Method 
Advantag

es 
Disadvantag

es 
Singh 
et al. 
[31] 

SVM 
and NB 

Better 
model 

selection 

Computation 
time is large 

Singh 
et al. 
[33] 

cuckoo 
inspired 
ensembl

e 
network 

better 
detection 

performan
ce 

Optimizing is 
not strong. 

 
2.5. Deep learning frameworks 
 Advanced Persistent Threat (APT) is the 
main attack among the exchanging medium such as 
a smartphone. This attack includes both malware 
and social engineering. Zulkefli et al. [36] presented 
a new approach to prevent this attack. Initially, the 
strategy of the criminal to launch the social 
engineering attack was learnt, and the attack is 
categorized as phish or not using the decision tree. 
The proposed model can make able to hostile the 
APT through spear phishing in the smartphone. 
However, the false negative errors are quite 
maximized. Sometimes the user's trust in well-
known websites is destroyed by the phishers. 
Phishing leverages both web content and a 
universal resource locator. So, to prevent this, 
Adebowale et al. [42] described a hybrid 
classification architecture combining CNN and 
LSTM for the detection of phishing. Here both 
network layers are used for the extraction of 
features. However, the LSTM needs effective 
knowledge for the formation of features. In recent 
times, cyber bullying has become a serious issue in 
computing and communication networks. 
Therefore Nikhila et al. [21] presented a CNN for 
the classification of cybercrime in the cross-
platform. Here the imbalanced textual dataset was 
taken for testing. So, to hold the balance of the 
dataset the generative adversarial network is 
utilized.  

Nowadays, most cybercrimes are 
committed on social media. Therefore, to check the 
integrity of twitter, Ullah et al. [25] introduced the 
deep, dense pyramidal neural network in the tweet’s 
classification. It classifies the tweets by analyzing 
the linguistic features of crime or breaches in data, 
and the network is trained to identify the indicators. 
Here the performance may be degraded due to the 
imbalanced data. The main indication of 
cybercrime is network data traffic. To analyze DNS 
traffic, Berger et al. [30] introduced the system 
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named DNSMap. It incorporated the graph 
analysis process, which has the ability to 
recognize the transition in the network and the 
malicious nodes. The one disadvantage is that if 
one node is found to be malicious in the graph 
component, then all the other nodes are decided 
as malicious. 

Many cybercrime detection frameworks 
have been introduced in the past few years. 
However, there are still some drawbacks are 
existed in all approaches. So Nouh et al. [35] 
studied most of the state-of-the-art procedures 
and introduced a novel intelligence framework 
for cybercrime to fill the gaps identified in the 
existing approaches. This intelligence framework 
is designed to sight the crimes in large datasets. 
Raza et al. [39] introduced 10 layered deep 
Variational encoder (VAE) networks for 
cybercrime detection. In this model, the features 
are analyzed by the hidden layers of the encoder 
and decoder block of the presented network and 
reconstruct the data for enhancing the detection 
performance. Here the credit card transaction 
details are utilized for the intrusion identification, 
and the results are related to the few ML 
classifiers. The comparison is given in the 
table.5. 
Table.5. Comparison Of Deep Learning Frameworks 

Author 
Metho

d 
Advanta

ges 
Disadvant

ages 

Zulkefli 
et al. 
[36] 

decisio
n tree 

classifi
er 

hostile the 
APT 

through 
spear 

phishing 
in 

smartpho
ne 

false 
negative 
errors are 

quite 
maximized 

Adebow
ale et al. 

[42] 

CNN 
and 

LSTM 

Highly 
effective 
in fake 
website 

identificat
ion 

the LSTM 
needs 

effective 
knowledge 

for the 
formation 
of features 

Nikhila 
et al. 
[21] 

CNN 

Overcom
e 

imbalance 
problems 

The model 
can be 

improved 
by tuning 

Ullah et 
al. [25] 

deep, 
dense 

pyrami
dal 

neural 
networ

k 

It 
classifies 
the tweets 

by 
analyzing 

the 
linguistics 

performan
ce may be 
degraded 
due to the 
imbalance

d data 

Berger 
et al. 
[30] 

DNSM
ap 

recognize 
the 

transition 
in the 

network 

In the 
graph 

component
, if one 
node is 

found to be 
malicious, 
then all the 

other 
nodes are 
decided as 
malicious 

Raza et 
al. [39] 

VAE 

Enhanced 
detection 
performa

nce 

Due to 
high false 
positives 

have 
shown 
lower 

precision 
and f1 
score 

Karie et 
al. [40] 

DLCF 

help in 
forensic 

investigat
ions 

The DL 
algorithm 
utilized in 

this 
framework 
should not 
be changed 
or alter the 

PDE. 

Bendiab 
et al. 
[44] 

ResNet
50 

effective 
classificat

ion 

Need an 
extension 

for a larger 
dataset 

 
In cyber forensics, the presence of big data 

makes the process more complex, difficult and 
time-consuming. Big data contains data from 
multiple sources in a distinct format. Therefore, to 
help in the execution of cyber forensics for big data, 
Karie et al. [40] introduced a deep learning 
framework for cyber forensics named DLCF.  

Cybercriminals easily abuse sensitive 
information and data in networks. To address this 
challenge, Bendiab et al. [44] designed a unique 
traffic analysis framework to recognize malware 
quickly in networks. For traffic analysis, the 
framework comprises the residual network 
(ResNet50) for precisely detecting malware and 
benign traffic. This network proved the effective 
classification. Cybercriminals utilize domain 
generation algorithms to safeguard their system 
from being shut down or blacklisted. Therefore, to 
detect these generated domain names, Ravi et al. 
[50] created a deep-learning architecture using 
CNN and RNN. 
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3. PERFORMANCE ANALYSIS 
 In the cybercrime detection framework, 
the features are the key parameter for efficient 
detection. Based on the selected features, the 

value of classification is recorded. Also, the size 
and the structure of the data must be a concern. The 
overall performance results of the reviewed work 
are described in the table. 6. 

 
Table.6. Comparison Of State-Of-The-Art Approaches 

Author Method Dataset Results 

Ruba et al. 
[23] 

Naïve Bayes, k means 
clustering 

Cybercrime dataset from Kaggle 
and CERT-In 

Recall-99% 
Accuracy-99% 

f-score-99% 
Precision-99% 

Islam et al. 
[34] 

SVM, DT, NB and RF 
Facebook and Twitter comment 

dataset 

Accuracy-97.8% 
Recall-97.2% 

f-measure-97.9% 
precision-98.8% 

Pastor et al. 
[37] 

FCNN, RF, LR and RT Tsat dataset 

Accuracy-100% 
Recall-100% 
f-score-100% 

Precision-100% 

Garadi et al. 
[29] 

NB,SVM,KNN,RF Twitter dataset 

Accuracy-95% 
Precision-94% 
Recall-93.9% 
f-score-93.6% 

Area under curve 
(AUC) -94.3 

Alam et al. 
[43] 

RF and DT Phishing dataset from Kaggle 

Accuracy-91.9% 
Precision-93.84% 

Recall-88% 
f-score-90.84% 

Srinivasan et 
al. [27] 

DURLD 
Dataset Alexa.com, DMOZ 

directory, MalwareDomainlist.com 
and MalwareDomains.com 

Accuracy-95.4% 
Precision-96.8% 

Recall-93% 
f-score-94.9% 
TPR-87.9% 
FPR-0.121% 
AUC-99.09% 

Vinayakumar 
et al. [28] 

ScaleMalNet Ember 

Accuracy-96.3% 
Recall-96.2% 
f-score-96.2% 

Precision-96.3% 

Robertas et al. 
[41] 

stacked ensemble 
network and CNN 

ClaMP dataset 

Accuracy-99.9% 
Recall-99.8% 

Precision-99.9% 
TPR-100% 

FPR-0 

Srinivasan et 
al. [26] 

deep spam net 
Lingspam, Enron , PU, and Spam 

Assassin 

Accuracy-95.9% 
Precision-93.6% 

Recall-100% 
f-score-96.7% 

Manyumwa et 
al. [32] 

CatBoost, AdaBoost, 
XGBoost and the 

LightGBM 

DMOZ, PhishTank, URLhaus, 
WEBSPAM 

Accuracy-95% 

Ullah et al. 
[38] 

CNN 
BoT-IoT, , MQTT-IoT-

IDS2020,IoT Network Intrusion 
and IoT-23 

Recall-99.95% 
Precision-99.95% 
Accuracy-99.97% 

f-score-99.95% 
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Singh et al. 
[31] 

SVM and NB Twitter, ASKfm, Formspring 

Precision-89.7% 
Recall-97% 

f-score-93.24% 
accuracy-98.7%- 

Singh et al. 
[33] 

cuckoo inspired 
ensemble network 

(CEN) 
Formspring, ASKfm, and Twitter 

Precision-94.2% 
Recall-97.24% 

f-score-96% 
Accuracy-99% 

Zulkefli et al. 
[36] 

decision tree classifier URL dataset Accuracy-90% 

Adebowale et 
al. [42] 

CNN and LSTM Legitimate and phishing URLs 

Accuracy-93.28% 
f-score-93.29% 
Recall-93.30% 

Precision-93.27% 

Nikhila et al. 
[21] 

CNN Imbalanced textual dataset 
Precision-89% 

Recall-85% 
f-score-81% 

Ullah et al. 
[25] 

deep, dense pyramidal 
neural network 

Cybercrime datasetsfrom e Irish 
and New York regions from 

financial organization 

Accuracy-65.75% 
Precision-48.25 
Recall-83.24% 

Berger et al. 
[30] 

DNSMap ISP dataset 

Accuracy 99% 
Recall-98% 

Precision-99% 
f-score 98% 

Raza et al. 
[39] 

VAE Credit Card Fraud Detection" 

Accuracy-96% 
Precision-81.5% 

Recall-74.2% 
f-score-77.6% 

Bendib et 
al.[44] 

Resnet50 Created dataset 

Accuracy-94.50% 
Precision-95.78% 

Recall-94.02% 
f-score-94.90% 

 
 Many prior studies have been conducted 
for cybercrime identification. Most studies have 
adopted the content, and textual-based view and 
hybrid structure were utilized for handling the 
imbalanced data structure and for further crime 
identification. 

DURLD ScaleMalNet VAE ResNet50 CEN
94

95

96

97

98

99

100

 Accuracy

A
cc

ur
ac

y 
(%

)

 
Fig.2. Comparison Of Accuracy 

 In crime detection, the working efficiency 
of the detecting framework is computed by the 
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value of accuracy. The comparison of the existing 
detection techniques is described in fig.2. Here, 
the optimized ensemble network (CEN) gains 
better accuracy when compared to the other 
models, such as DURLD, ScaleMalNet, VAE 
and ResNet50. 

VAE CEN ResNet50 ScaleMalNet DURLD
80

82

84

86

88

90

92

94

96

98

100

pr
ec

is
io

n 
(%

)

 Precision

 
Fig.3. Comparison Of Precision Rate 

 The comparison for the precision rate is 
described in fig.3. Here, the model DURLD 
attained the finest precision rate compared to the 
other models. 

VAE

CEN

ResNet50

ScaleMal
Net

DURLD

0 20 40 60 80 100

Recall (%)

 Recall

 
Fig.5. Comparison Of Recall 

 The comparison of the recall rate is 
explained in fig.5. Here the CEN has attained 
the good recall rate comparing to the other 
models.  

VAE CEN ResNet50 ScaleMal
Net

DURLD
0

20

40

60

80

100

F
-s

co
re

 (
%

)

 F-score

 
Fig.6. Comparison Of F-Score 

 The comparison of F-score for a few 
detection frameworks is described in fig.6. Here 
also, and the optimized ensemble network gained 
the highest rate of F-score when compared to the 
other models. 
3. DISCUSSION 
 The life of individuals, national security 
and business organization were greatly affected by 
cybercrime and criminals. In the 21st century, it is 
the major increasing type of crime. Several 
frameworks and processes are derived for 
cybercrime detection. Also, some of the 
frameworks were processed with a large dataset. 
However, it takes a large computation time, and 
accuracy gets reduced. Another reason for these 
disadvantages is the processing of imbalanced data. 
Also, some of the advantages are carried by the 
intelligence frameworks. However, selecting 
feature engineering phases may degrade the 
framework's performance.  
 
4. CONCLUSION 
 In today's rapid increase in information 
technology, the network environment brought 
advanced and convenient features to human life. 
However, it provided a way for emerging 
cybercrime which is difficult to control, manage 
and avoid. During the implementation of the 
detection framework, some problems may arise due 
to unstructured data and insufficient features. 
Designing the optimization approach in the 
detection framework will help to enhance the 
detection and accuracy rate. Also, before designing 
the framework, the need of the application should 
be identified to find a suitable network. Available 
kinds of literature described that identification 
frameworks already have various applications to 
take action against cybercrimes. Hence, to schedule 
the application requirements, one of the neural 
frameworks will be structured. 
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5. FUTURE WORK 
In the future, the optimized neural network 
can afford the finest results compared to the 
present techniques with the following 
objectives: detection of attack patterns to 
prevent the cyber-crime activities based on 
the temporal features and detection of 
unknown cyber-attacks. 
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