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ABSTRACT 
 

The hearing and speech impaired people use sign language for communication. Nevertheless, other people 
cannot understand sign language. A real-time American Sign Language recognition system will help to 
reduce this gap of communication. This paper presents a solution for real-time sign language recognition of 
words in American Sign Language. In this research transfer learning of two deep learning pre-trained 
modules available in the Tensorflow object detection repository namely SSD MobileNet V2 FPNLite 
320x320 and SSD ResNet50 V1 FPN 640x640 is implemented. The dataset consisting of signs of eight 
words is generated exclusively for this research.  Signs obtained from a single user are used for training and 
testing of the networks but real-time detection can be done on signs performed by multiple users. A 
comparison of performance of the two networks is also done for the same dataset. Accuracy in terms of 
Confidence level is 100% for same signer detection and for different signers it comes in between 60% to 
80%.The precision and recall of SSD MobileNet V2 came to be 91% and 71%  respectively while that of 
SSD ResNet50 V1 came to be 87% and 74% respectively. 

Keywords: Deep Learning Neural Networks, Sign language recognition (SLR), SSD MobileNet V2 
FPNLite 320x320, SSD ResNet50 V1 FPN 640x640, Convolutional Neural Network (CNN), 
Dataset. 

 
1. INTRODUCTION  
 
 Sign Language is a way of communication 
between the people with hearing and speech 
impairment and normal people. Normal people 
don’t understand sign language very well. So, an 
intelligent sign language recognition system which 
requires minimum efforts from the signer to 
perform signs will be useful in bridging the 
communication gap between the two communities.  

 Sign language recognition can be divided 
into two main categories. First is the glove based 
approach where the signer is required to wear 
gloves mounted with sensors and data will be 
collected and processed from the sensors. Second is 
the computer vision based approach. In this 
approach, object detection, is one of the most 
crucial task which deals with location and 
identification of targets. Deep learning algorithms 
have been used by a number of research scholars to 
do object detection in recent years. One such 
example is recognition of signs. Computer vision 

based approach is subdivided into static and 
dynamic sign language recognition systems. Static 
signs are processed and detected from images of 
signs which may be captured in real time or from an 
available dataset. Dynamic signs are captured in 
real time by a web camera and then processed and 
detected. The sign language recognition part is 
carried out by an artificial intelligence (AI) 
network. The AI network used must be flexible, 
accurate and precise.  The accuracy of the AI 
network must not be affected by the background 
conditions and variations. 

 The people with hearing impairment use 
various sign languages for communication. Some of 
them are American Sign Language (ASL), Chinese 
Sign Language, Indian Sign Language (ISL), 
Arabic Sign Language etc. Indian sign language 
varies not only from one state to another state but 
also from region to region. Comparatively ASL is 
easier to do research work as it is less complicated 
and is not varying like ISL. So, this work is 
focusing on ASL but it can be applied on ISL also. 
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2. RELATED WORK 

 Over the year’s sign language recognition 
systems is done using deep learning neural 
networks. Convolutional Neural Network based sign 
language recognition systems are most widely used 
because of their higher accuracy and precision. One 
such CNN model for ASL recognition is used in [1]. 
This system is designed to recognize signs of letters 
only and is implemented using Keras, Tensorflow 
and openCV. The accuracy of recognition is 
99.838%. Same CNN model is used for the 
recognition of Bhutanese sign language of digits in 
[2]. They have also compared the results of CNN 
with SVM, KNN, Logistic regression and LeNet5. 
The performance was evaluated using the 
parameters like accuracy, precision, recall and F1-
score. 

 Generating text and speech from the input 
gesture sign language is achieved in [3]. In [4] sign 
language recognition is done using inflated 3D 
convolutional networks i.e. I3D ConvNet. Here, the 
ChaLearn249 dataset is used which consists of 
images and videos of sign language. In [5] deep 
learning using CNN is used to locate the signer 
hands by using 5 layers of CNN and average 
pooling. The activation function used is ReLu. Long 
and short term memory neural network (LSTM) is 
used for encoding and decoding of input frames of 
variable length by obtaining the temporal structure 
information. The accuracy of the recognition rate of 
the network used in this paper is 99%.  

 A 3D combinational neural network sign 
language recognition system by extracting spatial-
temporal information of signs is proposed in [6]. 
The region of interest i.e. ROI is the part in an image 
frame which consists the information about the 
gestures. All the background is subtracted from the 
image frame which is obtained from the signer 
video. The work is focused on large vocabulary 
Chinese sign language recognition. This system is 
only implemented for static images and only the 
signs of words are detected. An accuracy of 94.3% 
is achieved using this technique. A real time traffic 
sign recognition system using faster recurrent 
combinational neural networks and MobileNet is 
proposed in [7]. The limitations of colors and space 
which vary from sign to sign have been eliminated 
by using the RGBN color space and detection of 
contours and centers of traffic signals. An accuracy 
of 84.5% and recall of 94% is achieved using this 
method. A fully convolutional neural network for 
the detection and recognition of traffic signs is used 
in [8]. This work is divided into two stages. In the 
first stage the size and orientation of the traffic sign 

is detected and in the second stage the text of the 
traffic sign is detected. A precision of 93.5% and 
recall of 94% is achieved using this technique. 

 A method to detect signs of English letters 
from A to Z in American Sign Language by using 
Neural Networks is proposed in [9]. The results in 
this paper show that the speed of processing is 
improved by the use of neural network and the 
dataset can be increased to any number of variables. 
A comparison of the efficiency of different types of 
Neural Networks in Arabic sign Language Gesture 
recognition for static as well as dynamic signs is 
done in [10] and proved that the fully recurrent 
neural networks have the highest accuracy and 
minimum error rate. A database of signs for 28 
letters of Arabic Sign Language is generated and 
after training the Neural Network and the signs are 
detected. The accuracy of recognition using this 
technique is found to be 95.11%.  

 Some researchers have used hardware like 
leap motion controllers[11,16], Kinect 
sensors[13,14], accelerometer and gyroscopic 
sensors [25,26] and other such hardware devices 
[26] to capture hand movements while performing 
signs and after feature extraction the dataset is fed 
for training of the AI network which may be a CNN, 
Support vector machine[16,22], Self-organizing 
maps[20], Dynamic time warping algorithm [13], 
fuzzy networks[17,18,19], Transition movement 
models[21] and Principal Component 
Analysis[30,31]. A method to recognize Indian sign 
language gestures with the use of flex sensors, 
gyroscope, accelerometer and microcontroller is 
proposed in [12]. A platform for hardware and 
software i.e. microcontroller programming and 
interfacing is achieved by making the use of 
Arduino.  

 Signs of words in a video are recognized 
using Reinforcement learning and spatial-temporal 
CNN and bidirectional LSTM in [23].The 
performance of this system is mapped using the 
parameter word error rate which comes 28.6% in 
this research. Hidden Markov Model and K-nearest 
neighbor are used for recognition of signs in [24]. 
Real time Indian sign language recognition by using 
image processing techniques is done in [27]. A 
system for dynamic sign language recognition 
system for smart home interaction is proposed in 
[28]. Meaningful sentences are formed by the use of 
stochastic linear formal grammar (SLFG) module. 
This system is not applied to real-time videos and it 
can be expanded for sign language communication 
in real time. The accuracy with this system is 
98.65%. 
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Convolutional neural network in 
combination with long short-term memory (LSTM) 
in [29] is the most recent development in sign 
language recognition where the data is collected and 
signs are recognized using OpenCV and computer 
vision. This method achieved an accuracy of 95.5%. 
A human posture recognition system for video 
surveillance using different classifiers like K Means, 
Fuzzy C Means, and Multilayer Perceptron, Self-
organizing Maps and Neural Networks is proposed 
in [32]. In [33], a combination of ANN, k-nearest 
neighbor and support vector machine is used for 
Italian sign language recognition. This system 
achieves an accuracy of 93.1%. In [34], dynamic 
hand gesture recognition system is implemented by 
using a fusion of 1-D and 2-D CNN with temporal 
convolutional network. 16 features of each sample 
are generated using data gloves. An attention-based 
encoder-decoder model with a multi-channel 
convolutional neural network is proposed in [35] 
with a Word Error Recognition (WER) = 10.8%. It 
translates Chinese sign language into voices. 

 
3. METHODOLOGY 

 Fig. 1 shows the steps of the research work 
carried out. The data acquisition is done by 
recording signs performed by the signer in front of 
the web camera. These signs are fed to the Neural 
Networks for transfer learning after pre-processing 
and then after training and testing of the network, 
real-time sign detection is done. 

 Deep learning neural network consists of 
convolutional layer, MaxPooling layer and fully 
connected layer as shown in fig. 2. It is a very tough 
task to build a computer vision model from scratch 
because to make the model generalize well a wide 
variety of input data is needed, and training such 
models can take several hours or days on a GPU. 
So, for an easier and faster model we are using 
transfer learning. This way, only training the upper 
layers of a neural network of the well trained model 
leads to much more reliable results. 

 

Figure 1:  Flow Of Research Work 

 

 

 
Figure 2: A Deep Learning Neural Network [38] 

 Tensorflow Object detection API is the 
framework for creating a deep learning network 
that solves object detection problems. This module 
consists of a variety of detection models which are 
pre-trained on the COCO 2017 dataset. In this 
research SSD MobileNet V2 FPNLite 320x320 and 
SSD ResNet50 V1 FPN 640x640 are implemented 
for the detection of signs of words in real-time. 
Transfer learning is used to train the two models on 
the dataset generated in this research. The 
architecture of the two deep learning models can be 
divided into three parts a base or backbone 

Signer
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Transfer Learning of 
Network

Training the  Network
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network, a feature extractor and a detection network 
as shown in fig. 3. 

 
Figure 3: Architecture Block Diagram of Deep Learning 

Models 

 The backbone network that is 
MobileNetV2 and ResNet50, are nothing but neural 
networks. If we use a fully connected layer and a 
softmax layer at the end of these networks, we get a 
classification network. For detection purpose, these 
layers are replaced with detection networks like 
SSD to perform object detection i.e. in this case the 
detection of signs. The feature extractor is called as 
Feature Pyramid Network (FPN) as shown in fig. 4 
is implemented to improve the accuracy and speed. 
The FPN makes the shallow feature map have 
additional semantic information. Object detection is 
performed by the SSD using multiple feature maps. 
As shallow feature maps possess detail information 
but suffer from a shortage of semantic information 
therefore, the inclusion of the FPN structure in SSD 
can successfully overcome this drawback and 
enable the SSD to detect small objects. 

 
Figure 4: A Feature Pyramid Network [36] 

The detection network is the SSD (Single 
Shot Detector) architecture which is a single 
convolution network. It learns to predict bounding 
box locations and categorize these locations in one 
pass. If regional proposal networks (RPN) based 
approaches are used such as R-CNN series then 
they need two shots, one for generating region 
proposals and one for detecting the object of each 
proposal. So, SSD is much faster compared with 
other detection networks. SSD performance might 
get degraded if employed for detecting objects that 
are too close or too small so the FPN network is 
included before SSD as stated above. 

Following is the step by step procedure 
divided into 4 stages which are- data acquisition, 

training the network, testing the network and sign 
recognition in real-time. 

 
3.1 Data Acquisition 
 A dataset of signs of eight words ‘hello’, 
‘livelong’ ‘yes’, ‘no’, ‘thank you’ ‘thumbs up’, 
‘thumbs down’ and ‘one’ was created using 
openCV. Images were captured using web camera. 
100 images of each word were captured so the 
dataset consisted of 100x8 = 800 images for 
training from a single user and testing dataset 
consisted of 15x8 = 120 images. Labeling of 
images was done using the graphical image 
annotation tool labelImg where only the hand part 
was annotated. 

 
3.2 Training the Network 
 The mathematical expressions describing 
the training of the SSD [37] are as follows. Let 𝑥௜௝

௣   
= {1, 0} indicate the ith default box matching to the 
jth ground truth box of category p. Thus, we have, 
 
                                  ∑ 𝑥௜௝

௣
 > 1௜                            (1) 

 
The weighted sum of the localization loss (locl) and 
the confidence loss (confl) is the total loss function 
L given as,  
 

𝐿(𝑥, 𝑐, 𝑙, 𝑔) =  
ଵ

ே
 (𝐿௖௢௡௙௟(𝑥, 𝑐) + 𝛼𝐿௟௢௖௟(𝑥, 𝑙, 𝑔))  

          (2) 
 
where N is the number default boxes matched and 
the localization loss is the loss between the 
parameters of the predicted box (l) and the ground 
truth box (g). The confidence loss is the softmax 
loss over multiple class confidences (c).The weight 
term α is set to1 by cross validation. 
  
 Consider that there m feature maps for 
prediction. For each feature map the scale of the 
default boxes is calculated as, 
 
  𝑠௞ = 𝑠௠௜௡ +  

௦೘ೌೣି௦೘೔೙

௠ିଵ
(𝑘 − 1),   𝑘 𝜖 [1, 𝑚]       (3) 

 
The width and height for each default box is given 
as, 
                           𝑤௞

௔ = 𝑠௞√𝑎௥                                  (4) 
                                        
                          ℎ௞

௔ = 𝑠௞/√𝑎௥                                  (5) 
 
 In this research, first the SSD MobileNet 
V2 network is trained on 100 images of each sign 
by transfer learning of the pre-trained model and 
tested on 15 images of each sign. The number of 
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steps for training (epoch) is set to 2000 to achieve 
best results. The learning rate goes on increasing till 
0.08 and then it becomes constant as shown in fig. 
5. The loss metric while training the network starts 
at 0.7 and goes on reducing till approximately 0.4 at 
the last step of training as shown in fig. 6. 
 

 
Figure 5:  Learning Rate of SSD MobileNet V2 

 

 
Figure 6: Total Loss of SSD MobileNet V2 

 The same dataset is used for training and 
testing of the second network i.e. SSD ResNet50 
V1. The learning rate of this network goes on 
increasing till 0.04 as shown in fig. 7. The loss 
metric while training the network goes on reducing 
till 0.5 as shown in fig. 8. This training of networks 
was done on the computer without GPU. 

 

Figure 7:  Learning Rate of SSD Resnet50 V2 

 
Figure 8: Total Loss of SSD Resnet50 V2 

3.3 Testing the Network 
The trained network is tested on 120 

different images of the same signs. In this research, 
Average Precision (AP) and  Recall (R) are the 
evaluation parameters and accuracy in terms of 
confidence level in percentage is used to indicate 
the detection of signs in real-time. The mAP 
indicates the mean of the average precision (AP) of 
the classes as shown in equation (6) and the number 
of classes is denoted by N(C). AP is determined by 
recall (R) and precision (P) as shown in equation 
(8) & (9) respectively. FP and TP means the 
amount of False Positive and True Positive. FN 
means the amount of False Negative. 

 

 𝑚𝐴𝑃 =  
∑ ஺௉

ே(஼)
                                   (6) 

 

 𝐴𝑃 = ∫ 𝑃(𝑅)𝑑𝑅
ଵ

଴
                          (7) 

 

      𝑅 =  
்௉

ிேା்௉
                                   (8) 
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     𝑃 =  
்௉

ி௉ା்௉
                                   (9) 

 
The maximum precision and recall values 

of SSD MobileNet V2 are shown in fig. 9 and fig. 
10 respectively and that of SSD ResNet50 V1 is 
shown in fig. 11 and fig. 12 respectively. The 
values are also tabulated along with the time 
required to train the two networks in table 1. The 
time taken for MobileNet V2 is 1-2 hours whereas 
that for SSD ResNet50 V1 is nearly 24 hours. 

 

 
Figure 9: SSD MobileNet V2 Precision 

 

 
Figure 10: SSD MobileNet V2 Recall 

 

 
Figure 11: SSD ResNet50 V1 Precision 

 

 
Figure 12: SSD ResNet50 V1 Recall 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1:  Comparison of Training and Evaluation 
Parameters of the Two Networks. 
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3.4 Sign Detection in Real-time 

Once the network is trained and tested on 
the dataset of the signs the model can be used to 
detect real-time signs performed by a person in 
front of the web camera. SSD uses bounding boxes 
for every image category while detecting signs in 
real time. Fig. 13 and fig. 14 show that the 
confidence level of real-  time detection of the sign 
“Hello” is 100% using both the networks 
respectively. 

 

 
Figure 13: Hello sign detected in real-time using SSD 
MobileNet V2 
 

 
Figure 14:  Hello sign detected in real-time using SSD 
ResNet50 V1 
 

4. RESULTS 

 After training and testing of the SSD 
MobileNet V2 network real-time signs of the words 
are detected successfully through the webcam. The 

same process of training and testing is done for 
another network SSD ResNet50 V1. It is observed 
that the time required to train SSD MobileNet V2 is 
much less (nearly 1 hour) than that required for 
SSD ResNet50 V1 (nearly 24hours). This training 
is without any graphics card available on the 
machine. It is also observed that the time for 
training and the confidence level of the signs 
detected in real time goes on increasing if the 
number of input images is increased from 50 to 100 
images per sign. 
 The precision and recall of SSD 
MobileNet V2 came to be 91% and 71%  
respectively while that of SSD ResNet50 V1 came 
to be 87% and 74% respectively. So, there is a 
difference of around 10% in the evaluation 
parameters.  
 Fig. 15 and fig. 16 shows the real-time 
output of the two networks where three different 
signers are performing the signs in front of web 
camera. The accuracy is 65 % to 82% for different 
signs using SSD MobileNet V2 whereas that for 
SSD ResNet50 V1 it is 56% to 80%. After 
comparing both the networks it is clear that SSD 
MobileNet V2 is a better choice for multi-user real-
time sign language recognition of words. 

 

 

 

 

 

 

 

 

 

Network SSD 
MobileNet 
V2 FPNLite 
320x320 

SSD 
ResNet50 
V1 FPN 
640x640 

Learning Rate 
at epoch 2000 

0.08 0.04 

Total Loss at epoch 
2000 

0.41 0.5 

Highest Precision 
Value Achieved 

0.919 0.876 

Highest Recall Value 
Achieved 

0.716 0.743 

Time Required for 
training of network 
on computer without 
GPU 

1-2 hours 24hours 
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(a) Signer 1 

 

(b) Signer 2 

 

(c) Signer 3

                         Figure 15: Real-Time Output of SSD MobileNet V2: (a) Signer 1 (b) Signer 2 (c) Signer 3 

 

(a) Signer 1 
 

 

(b) Signer 2 
 

 

(a) Signer 3 
 

Figure 16: Real-Time Output of SSD ResNet50 V1: (a) Signer 1 (b) Signer 2 (c) Signer 3 

 

 
5. CONCLUSION 

 In this research, signs of eight words in 
American Sign Language are recognized in real-
time using transfer learning process on two pre-
trained deep learning neural networks. OpenCV is 
used to generate a dataset of signs of 8 words. It 
consists of total 800 images i.e. 100 images per 
sign. The eight words are ‘hello’, ‘livelong’, ‘yes’, 
‘no’, ‘thank you’ ‘thumbs up’, ‘thumbs down’ and 
‘one’. The performance of the two networks SSD 
MobileNet V2 FPNLite 320x320 and SSD 
ResNet50 V1 FPN 640x640 is compared using 
evaluation parameters like confidence level, 
precision, recall and time required for training of 

the network. Accuracy in terms of confidence level 
is 100% for same signer detection and for different 
signers it comes in between 60% to 80%. The 
precision and recall of SSD MobileNet V2 came to 
be 91% and 71% respectively while that of SSD 
ResNet50 V1 came to be 87% and 74% 
respectively. In future work, more signs of words 
can be included in the dataset. In order to improve 
accuracy of sign recognition signs obtained from 
multiple users can be included. Generation of 
sentences from the detected words using grammar 
rules can be done in future based on this research. 
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