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ABSTRACT 
 

Cluster analysis is an approach used to find similarities in data and place them in groups. Cluster analysis is 
divided into two methods, namely hierarchical and non-hierarchical methods. The non-hierarchical method 
of several methods, namely K-Means, K-Harmonic Means, and K-Medoids, used in this study is K-Means. 
Then, the integration of cluster analysis with semiparametric truncated spline multiresponse regression will 
be carried out. This study aimed to identify and develop non-hierarchical cluster integration and 
semiparametric multiresponse regression using the Truncated Spline approach in the case of Farmer 
Inclusiveness data in West Nusa Tenggara. Modeling factors affecting the inclusiveness of farmers in NTB 
was conducted using cluster analysis modeling with multiresponse regression which was developed by 
making integration of non-hierarchical cluster analysis with semiparametric truncated spline multiresponse 
regression to help give Comprehensive information about farmer inclusiveness in NTB. The sample used in 
this study was 100 farmer groups in NTB. The results in this study produce three clusters, which have low, 
medium, and high inclusiveness categories. Cluster 1 is a farmer with a low inclusiveness category 
consisting of 42 farmer groups, cluster 2 is a farmer with a medium inclusiveness category consisting of 21 
farmer groups, and Cluster 3 is a farmer with a high inclusivity category consisting of 37 farmer groups. 
The cluster with the highest R-squared on modeling integration of non-hierarchical cluster analysis with 
semiparametric truncated spline multiresponse regression is cluster 1 with R2 value of 0.205. Thus, 
modeling using cluster integration with semiparametric truncated spline multiresponse regression shows a 
change in the nature of the data that has a variable relationship pattern and can help the government and 
farmers to determine the level of inclusiveness of farmers and examine the factors that influence farmer 
inclusiveness. This research’s originality is combining cluster analysis with semiparametric truncated 
spline multiresponse regression with integration between the two methods. 
Keywords: Integration Clusters, Multiresponse Regression Analysis Semiparametric, Truncated Spline, 

Farmer Inclusivity. 
 
1. INTRODUCTION  

Cluster analysis is an approach to find 
similarities in data and place them into groups [1]. 
Cluster analysis is divided into two methods, 
hierarchical and non-hierarchical methods. The 
non-hierarchical method is a grouping method that 
begins by first selecting the number of initial 
clusters that are adjusted to the number the 
researcher wants, after which the objects will be 
combined into clusters [2]. The non-hierarchical 
method itself consists of several methods: K-
Means, K-Harmonic Means, and K-Medoids. 

This study was conducted using regression 
analysis which is one of the data analysis in 
statistics on structural modeling. Regression 
analysis is an analysis carried out to examine, 
explain, and find out the form of the relationship 
between response variables and predictor variables 
[3]. In the regression analysis, there are several 
approaches, such as parametric, semiparametric, 
and nonparametric approaches.  

Estimation methods in semiparametric 
regression that are commonly used are spline, 
kernel, and fourier. This study used the spline 
family approach. One of the estimates that are often 
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used in semiparametric regression is Truncated 
Spline. Splines are polynomial pieces that have 
segmented and continuous properties, the spline 
approach for semiparametric regression has high 
flexibility and can handle the patterns of data 
relationships with changing behavior at any given 
interval. To determine the optimal knot point, GCV 
is used which is better compared to other methods, 
which have asymptotic optimal properties, invariant 
to transformation and in its calculating, the 
population variance does not need to be known.  

Regression can be distinguished from the 
number of variables used. Multiresponse regression 
is a regression model that has two or more response 
variables that are correlated with each other. By 
using multiresponses from the correlation test, it 
can be seen what kind of relationship exists 
between responses. From the statistical methods 
previously described, integration can be carried out, 
which combines or adjusts between non-
hierarchical cluster analysis and regression 
analysis, which is the truncated spline 
semiparametric multiresponse regression. So, it 
will form a new statistical method that can be 
applied in solving solutions in other fields, 
including in the research that will be carried out in 
the agricultural sector, specifically farmer 
inclusiveness.  

Previous research, namely [4] and [5] have not 
combined the use of cluster analysis with 
multiresponse regression. then, previous studies 
have not integrated non-hierarchical cluster analysis 
with semiparametric multiresponse regression using 
a truncated spline. so that in this study integration 
will be carried out between cluster analysis and 
truncated spline semiparametric multiresponse 
regression. This method can be used to develop 
smallholders with an inclusive business model 
approach that can integrate smallholders into 
markets and agricultural value chains because 
farmers' inclusiveness is still low. 

The modeling in this study will examine how 
the truncated spline semiparametric multiresponse 
regression model, where in the truncated spline 
which is known flexible to data both secondary and 
generated data will follow the shape of a 
semiparametric approach. The purpose of this study 
is to identify and develop non-hierarchical cluster 
integration and semiparametric multiresponse 
regression using the truncated spline approach. 

2. LITERATURE REVIEW 

2.1. Cluster Analysis  

Cluster analysis is an analytical method that 
aims to cluster objects based on their similar 
characteristics and obtained a  homogeneous 
objects according to the desired factors for 
clustering [6]. The cluster formation process 
consists of two methods, namely hierarchical and 
non-hierarchical methods. In the non-hierarchical 
method, the procedure begins by selecting a 
number of values according to the desired number 
and then the objects of observation will be 
combined into clusters. In the non-hierarchical 
method, there are several cluster methods, and the 
commonly used methods are K-Means and K-
Medoids . 

2.2. K-Means Cluster Analysis 

The K-Means algorithm is a non-hierarchical 
method that will initially take a portion of the many 
components of the population to serve as the initial 
cluster center. The steps of the K-Means algorithm 
are as follows. 
1) Determining the number of clusters (k) and set 

the cluster center randomly. 
2) Calculating the distance of each data to the 

cluster center, size distance using the size 
equation distance Euclidean by using the 
following equation. 

     
1

2 2

1

i

jl l j l j lk jk
k

d x x x x x x


      
 


 (1)

1,2,...,p , j 1,2,...,n and 1,2,...,ni l     

3) Grouping data into clusters with the shortest 
distance 

4) Calculating the new cluster center 
5) Repeating step 2 to step 4 so that no more data 

is moved to another cluster. 
The clustering carried out in this study used a 
dummy variable in order to represent the nature of 
qualitative data to become quantitative. If there are 

two clusters, a  2k  dummy function will be 

obtained as follows. 

1

1,for cluster 1

0,and othersiD


 


  (2) 

Then, if there are three clusters  3k  , then the 

dummy function is obtained as follows. 
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1

2

1,for cluster 2

0,and others

1,for cluster 3

0,and others

i

i

D

D


 



 


 (3) 

 

2.3. Semiparametric Regression  

Semiparametric regression is a statistical 
method used to determine the pattern of the 
relationship between the response variable and the 
predictor variable, with some part are known and 
another part are unknown. The general model of 
semiparametric regression is as follows [7]. 

 0 1 1 2 2 ...

1,2,...,
i i i k ik i iy x x x f z

i n

          


      (4) 

Where 

iy   : response variable 

1 2, ,...,i i ikx x x  : predictor variable 

0 1, ,..., k    : unknown parameters 

 if z   :regression function of unknown 

form 

i  : random errors are assumed to be 

identical, independent and 
normally distributed with zero 

mean and variance 2  
 

2.4. Multiresponse Regression Truncated Spline 
Semiparametric 

According to Fernandes [8] in regression can 
be differentiated based on the number of responses 
involved, such as the regression model with single 
response and multiresponse. The multiresponse 
model consists of several models which assume a 
correlation between responses and have the goal of 
obtaining a better model than the single response 
model, considering the effect of predictors on 
responses and the relationship between responses. 
Regression models that have one predictor with 
more than two responses and involve N 
observations are as follows: 

 
  , 1,2,...,ki k i kiy f x i n  

 (5) 
Where 

kiy  : The kth response to the i-th observation 

ix   : The i- th predictor 

kf   : The regression function that connects the 

predictor with the kth response 

ki   : residual in the kth response in the i- th 

observation 
n   : the number of observations 
m  : many predictors 

Modeling a semiparametric regression with a 
truncated spline which has more than two response 
variables (multiresponse) for n observations, the 
equation can be formulated as follows [9]: 

 1 2y K    X X
 

 (6) 

Where: 

 
 
 
 

 
 

 
 

 

1 2

1 11 1

2 21 2

1

1 2

0

1 2

0

11 1 21 2 1

, , ...,

, ...,

, ...,

, ...,

, , ...,

, ...,

, , ...,

, ...,

, ..., , , ..., , , ...,

T

m

T
n

T
n

T
m m m n

T

m

T
i i im

T

m

T
i i im

T
n n m m n

y y y y

y y y

y y y

y y y

   

  

      













    

   



   







   



   





 

With m : the mth response variable where 
m=1,2,…,m and n : observations where n=1,2,…,n. 
 

1 1 1 1 1 2 1 1 1 1 1

1 1 1 2 1 2 1 2 1 1 2

1 1 1 1 2 1 1 1

1 1 2 1 1 2 2 1 1 2 1

1 1 2 2 1 2 2 2 1 2 2

1

1 1 2 1 2 2 1 2

1 1 1 1 2 1 1 1

1 1 2 1 2 2 1 2

1 1 1 2 1

1

1

1

1

1

1

1

1

1

q
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q
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 
 







 








 

X





    







    



    





    






















 (7) 

 

 

 
 

 

21

22
2

2m

K

K
K

K

 
 
  
 
  

X 0 0

0 X 0
X

0 0 X





   



 (8) 

 
Assuming the correlation between residuals of 

each response relationship, the calculation of the 
correlation of the residuals in each response has the 
form of a correlation and weighting matrix of 
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various sizes MN MN on the matrix and sub-
matrix as follows: 

1

2 2

1 1

( )( )

ˆ

( ) ( )

 

 

 


 



 

n

i i j j
i

ij n n

i i j j
i i

Y Y Y Y

Y Y Y Y

 (9) 

2

1

( )

ˆ
1

n

il i
l

i

Y Y

n



 




 (10) 

ˆ ˆˆ ˆ ˆ ˆ ˆ0 0 0 0 0 0

ˆ ˆˆ ˆ ˆ ˆ ˆ0 0 0 0 0 0
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The matrix form in equation (12) can be 

simplified as follows: 

11 12 1

12 22 2

1 2 MN

m

m

m mm Mm N

Σ Σ Σ

Σ Σ Σ
Σ

Σ Σ Σ


 
 
 
 
 
 





   



 (12) 

 
The parameter estimators and functions from 

semiparametric regression can be obtained by 

looking at the weights, 
1Σ then solving the 

Weighted Least Square (WLS) optimization by 
completing the parametric component,  and doing 
partial derivatives by assuming the function as 
follows. 

 

 

1

1 1 1
1 1 1

1 1
1 1 1

1 1
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
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

  
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

  
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 



    







 (13) 

 

So that the value of the estimator will be obtained 
̂


with the following results. 

1 1 1
1 1 1

ˆ ˆˆ ( ) y      X Σ X X Σ
 

  (14) 

Next, the solution for the nonparametric 
components is carried out using the WLS where the 
residuals are assumed normal, identical, and 
independent errors with zero mean and variance 

2  and to estimate the value 


can be estimated 

by minimizing T 
 

, so partial derivatives of 


. 
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 (15) 

estimator of the function is obtained ̂


  

   1
1 1

2 2 2
ˆ ˆ ˆT TK K K y


  X Σ X X Σ

 
  (16) 

So that the estimator of the function will be 
obtained as follows. 

   

        

2

1
1 1

2 2 2 2

ˆ ˆ

ˆ ˆT T

f x

K K K y




 





X K

X K X Σ X X Σ




  (17) 

 
If the form of relationship obtained has the form of 
a parametric regression curve and the other is 
nonparametric, with the nonparametric relationship 
formed are polynomials linear 1 knot, linear 2 
knots, quadratic 1 knot and quadratic 2 knots then 
the following equation will be obtained. 
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and the truncated spline function is as follows. 
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2.5. Integration of Cluster Analysis with 
Multiresponse Regression Truncated Spline 
Semiparametric 

Truncated spline semiparametric 
multiresponse regression analysis is a development 
model in statistics that uses dummy variables. The 
dummy variable is used to make data that has 
qualitative characteristics become quantitative. The 
purposed variable is a numeric variable which can 
represent a variable with a binary category or more. 
If there are three clusters, then the cluster model 
with semiparametric regression analysis can be 
shown in the following equation. 
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2.6. Generalized Cross Validation 

One of the methods for selecting optimal knot 
points is Generalized Cross Validation (GCV). The 
optimal knot point selected by looking at the 
minimum GCV value. The selection of knot points 
using the GCV method is defined as follows [10]: 

   
  

1 2
1 2 21

1 2

, ,...,
, ,...,

, ,...,

r
r

r
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     (21) 
with 
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
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where 1 2, ,..., rK K K is the point of the first knot to 

the rth knot. 

3. RESEARCH METHODOLOGY 

3.1. Research Data 

The secondary data used on Strengthening 
Rice Farmers' Inclusivity in Supporting National 
Food Security in West Nusa Tenggara Province in 
2022. The data was collected from questionnaires 
that was directly distributed, and the scale used in 
this study was the Likert scale. The samples of this 
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study are 100 farmers and the variables used were 
Production Volatility (X1 ), Price Volatility (X2 ), 
Agricultural Market Access (Y1 ), Farmer Income 
(Y2 ), and Farmer Welfare (Y3 ). 

3.2. Research Stages 

The stages of this research are as follows:  
1) Performing the cluster analysis  
2) linearity testing using Ramsey's Reset Test 
3) Parameter estimating for parametric and 

nonparametric components 
4) Selecting the best model based on R2 
5) Obtaining the integration model of cluster 

analysis with semiparametric truncated spline 
multiresponse regression 

6) Interpretating the results  

4. RESULTS AND DISCUSSION 

4.1. K-Means Cluster 

Cluster analysis aims to classify as well as set 
objects with various characteristics based on a 
certain characteristics. For that reason, using non- 
hierarchical cluster analysis will making a 
classification on farmers in the province of NTB 
using the K-Means method with size Euclidean 
distance. The size Euclidean distance can be 
obtained using equation (1) and Then grouped with 
K-Means. The centroid calculation results for each 
cluster are shown in Table 1. 

Table 1: K-Means Cluster Analysis Center 

Variable 
Cluster 

1 
Cluster 

2 
Cluster 

3 

Production 
Volatility (X1) 

2.736 3.539 3.644 

Price Volatility 
(X2) 

2.776 2.717 3.651 

Agricultural 
Market Access 
(Y1) 

2.704 4.027 3.071 

Farmer Income 
(Y2) 

2.784 4.259 3.153 

Farmer Welfare 
(Y3) 

2.944 4.313 2.970 

K-Means method from three cluster presented in 
Figure 1. 

 
Figure 1: Results K-means cluster 

Figure 1 shows that by using K-Means method and 
distance used is Euclidean Distance, farmer 
inclusiveness divided into 3 clusters. Cluster one is 
displayed in red, cluster two is displayed in green, 
and cluster three is displayed in blue. The details of 
member on each clusters can be seen on Table 2. 

Table 2: Total Member from Three K-Means Cluster 

Cluster Farmer Group Code 
Amount 
Member  
Cluster 

Cluster 
1 

1, 3, 5, 7, 8, 9, 10, 11, 12, 13, 
14, 15, 17, 18, 19, 23, 24, 52, 
53, 54, 55, 56, 57, 58, 59, 60, 
61, 62, 63, 78, 79, 80, 83, 88, 
89, 90, 91, 94, 97, 98, 99, 100 

42 

Cluster 
2 

4, 27, 28, 29, 35,37, 38, 39, 42, 
51, 65, 67, 68, 69, 70, 71, 72, 
73, 74, 78, 86 

21 

Cluster 
3 

2, 6, 16, 20, 21, 22, 25, 26, 30, 
31, 32, 33, 34, 36, 40, 41, 43, 
44, 45, 46, 47, 48, 49, 50, 64, 
66, 75, 77, 81, 82, 84, 85, 87, 
92, 93, 95, 96 

37 

 

4.2. Linearity Test 

In modeling statistics, need to know form 
connection between variable to be used, i.e between 
predictor variables and response variable to choose 
the appropriate method and approach for the data. 
For that, linearity test using Ramsey's Reset test 
with the following results. 

Table 3: Linearity Test Results 

Connection P-Value Linearity 
X1 to Y1 0.842 linear 
X2 to Y1 0.994 Not Linear 
X1 to Y2 0.947 Not Linear 
X2 to Y2 0.575 linear 
X1 to Y3 0.534 Not Linear 
X2 to Y3 0.794 linear 
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based on results of linearity test presented in Table 
3, it is obtained that there is three linear relationship 
and three non-linear relationship. More details 
about non-linear relationship done by choosing the 
knot point using a truncated spline based on the 
results of test linearity and form from the obtained 
curve as following. 

 
Figure 2: Scatter Plot Model 

 

4.3. Integration of K-Means Cluster Analysis 
with Multiresponse Regression Truncated 
Spline Semiparametric 

Semiparametric multiresponse regression 
using a truncated spline as approach is used in order 
to solve modeling by doing restrictions until 
quadratic with a maximum knot point used is 1 
knots. Based on the linearity test results and 
choosing the knot point using GCV then obtained 
connection between predictor and response 
variables, with the formation of the model as 
following.  
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Cluster 3 ( 1 20, 1D D  ) 
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Integration cluster with semiparametric 
multiresponse regression using Weighted Least 
Square and cluster analysis using K-Means with the 
Euclidean distance that has been obtained give 3 
cluster as the results. Next, cluster analysis 
integrated with semiparametric truncated spline 
multiresponse regression. The formed models are as 
follows. 
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4.4. Selecting the Best Cluster from Integration 
Model Validity Clusters with Multiresponse 
Regression Truncated Spline 
Semiparametric 

Selecting the best cluster and model validity 
was carried out by choosing a model that has 
greatest total R2 value, at this research has the 
largest total R2 value is Cluster one called Low 
Cluster with a suitability level of 0.205. It means 
that the variable volatility production And volatility 
price can explain diversity variable access market 
agriculture, income farmer And well-being farmer 
by 20.5%, meanwhile the remaining 79.5% is not 
explained completely. 

5. CONCLUSION AND SUGGESTIONS 

5.1. Conclusion 

This research was conducted to develop a 
form of integration of non-hierarchical cluster 
analysis with semiparametric multiresponse 
regression using the Truncated spline approach in 
the case of Farmer Inclusivity and to obtain an 
estimate of its function. In contrast to previous 
studies which did not combine cluster analysis with 
semiparametric truncated spline multiresponse 
regression. 

Based on the results of the analysis and 
discussion that has been carried out, it can be 
concluded as follows: 
1) By using the Euclidean distance in the K-

means cluster, 3 clusters were obtained, where 
cluster 1 had the low farmer inclusiveness 
consisting of 42 farmers, cluster 2 has a 
medium farmer inclusiveness consisting 21 
farmers, and cluster 3 has a high farmer 
inclusiveness consisting 37 farmers. 

2) The integration application of cluster analysis 
with semiparametric truncated spline 
multiresponse regression using Euclidean 
distance yields obtained 3 clusters, and each 
of them has a different members which 
formed dummy variable become different and 
it affects R2 value. From the three clusters 
obtained, on cluster 1 has the highest R2 value 
by 20.5%. 

3) Modeling using the integration cluster with 
semiparametric truncated spline multiresponse 
regression showed the changing data 
properties that have the changing pattern in 
their relationship. In addition, this modeling 
can contribute to the government and farmers 
to know level of inclusiveness of farmers as 
well as study factors affecting farmer 
inclusiveness. 

5.2. Suggestions 

Some suggestions that can be given based on 
the results of this study are as follows: 
1) Future research can compare distance 

measures such as euclidean, manhattan and 
mahalanobis. 

2) Future research can also use methods other 
than truncated splines such as smoothing 
splines and kernels. 
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