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ABSTRACT 

 
Recommendation system used to analyze the data concept and discovery of data to provide the modified 
approvals on the web. Various techniques have been suggested to capture the user's interest and effectively 
provide accurate recommendations. User-based collaborative filtering technique was popular and utilized in 
practice extensively. Still, the system faced several vital tasks to provide adequate scalability and qualified 
recommendations because of increasing items daily and users on various webpage. So, a novel technique 
named Eagle Deep Neural based Movie Recommender System (EDNbMRS) to recommend movies related 
to ratings from the review. Consequently, the data was collected for the training process. In the preprocessing 
phase, the noise features were eliminated from the dataset for the recommendation process. Next, the best 
features were selected based on the developed model in the feature extraction process. Then, a rating for the 
movie was necessary for recommending the film to the user to perform the similarity and prediction 
computation process. Finally, the recommendation process was done using the predicted rating score for the 
target user. Meanwhile, the developed mechanism was executed in the Python tool with several performance 
measurements such as accuracy, Recall, f-measure and precision. This developed model produced 
outstanding results compared with the previous studies by providing accurate results for the recommendation 
process. 
Keywords: Recommendation, Target User, Feature Analysis, Eagle Optimization, Collaborative Filtering. 
 
1. INTRODUCTION 
 
Recently, technology was developed quickly and 
increased knowledge dissemination; consumer 
needs were too complex [1]. Manufacturers and 
suppliers attain complicated processes in 
contributing the products and services that meet 
the customer's requirements for the 
opportuneness of buying the service due to 
business which made the active competition [2]. 
In this type of competition, the information 
which was too complex produced overload 
issues. A recommender system (RS) is the 
filtering of an information system that tends the 
user to predict the rating or item preference based 
on the consideration of the user [3, 4]. This 
system has been an essential software tool and 
approach to producing recommendations since 
the 1990s. The tailored offers are delivered to the 
customer based on preferences that the users 

would give an item. Typically, methodologies 
applied from related areas included Machine 
Learning, human-computer interaction and retrieval 
of information [5, 6]. These played a broader role in 
real life and were adopted by numerous internet 
platforms, namely Google, Facebook, Netflix, and 
Amazon [7]. A film recommender system was an 
essential tool for the user to choose The user-
provided ideas made it easy to identify the correct 
movies quickly. While compared to personal 
computers (PCs), mobile services (MS) provide 
quick handling and estimation from internet service 
providers. The movie recommendations were 
promoted in MS by certifying that they were 
accurate and timely [8, 9]. 
Collaborative filtering (CF) was considered the 
most critical approach and was typically used in the 
online retail site Netflix to promote the extra items 
and increase sales. The essential methods made the 
recommendations using the user ratings of the items 
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as the information source [10]. Furthermore, CF 
was categorized into two classes such as memory 
type and modelling type class. First, the memory-
based class focused on relating among the user or 
item, but the model-based class was trained based 
on the rating matrix [11]. The RS would query 
the user to rate the restricted items when the new 
user enters the real-life scenario. Thus, this was 
not enough to get accurate recommendations for 
the user because ratings were very sparse [12]. 
So, for the user to acquire precise 
recommendations, high-quality data was 
produced using active learning. In addition, these 
RS provides the user unauthorized access to the 
entire digitized world depending on interests, 
behaviour and experiences [13, 14]. IoT helps the 
RS work efficiently. Hence, the data gathered 
from the various sources provide numerous 
works. The IoT data movie recommendations had 
user data included with the viewer's behaviour, 
filtering process, site activity, and movie ratings 
depending on the user's ratings and other viewer 
data [15, 16]. 
The main drawbacks of the RS were analysis of 
restricted Content, specialization and cold start 
problems. Using this system, it was too complex 
to analyze excellent or bad documents with 
similar terms and phrases [17]. It was very tough 
to extract the feature factors for multimedia data, 
video streams, audio streams and graphic images 
[18]. In cold start problems, the items could not 
be recommended because of a lack of 
information about the item and the user. There 
would not be any previous information for the 
new user, such as interested items and browsing 
history etc., so it was very tough to recommend 
the item to the user [19]. Also, there would be no 
rating for the new user. Another area for data 
sparsity enhancement refers to the fewer ratings 
than potential ratings. Sparsity is the inverse of 
the ratio between the given and possible ratings 
[20]. To overcome those issues, the present 
article described the novel technique named 
EDNbMRS model for the Movie 
Recommendation System. The critical 
contribution of this research was described as 
follows: 

 Initially, the Movielens dataset was 
used in the RS to collect the data for the 
initialization process. 

 Consequently, preprocessing and 
feature analysis were done to eliminate 
the noise features, transform data into 
matrix format and select the best 
features using the proposed model. 

 Then, the similarity and prediction 
computation process was involved in 
computing the movie's overall rating in 
this process. 

 Moreover, the movies were recommended 
based on the predicted ratings with the 
weights of the items. 

 Finally, the performance measurements 
were validated based on accuracy, 
precision, Recall and F-measure. 

The remaining part of the paper was determined as 
Section 2 defines literature review studies with their 
outcomes. The problem statement with the system 
model was described in Section 3. The proposed 
methodology is represented in section 4. Section 5 
discusses the experimental results and analysis 
finally, conclude with the conclusion in Section 6 
 
2. LITERATURE REVIEW  
 
A few associate works of literature related to the 
Movie recommendation System were described as 
follows: 
RS was one of the requests to the data burden issue 
grieved through the website sender that allowed the 
specific item rated score. So, Choudhury et al. [21] 
proposed the Multimodal trust-based 
recommendation system (MTRS) that combines 
user similarity with trusted weight propagation to 
recommend the item to the user. In this technique, 
the CF handled the similarities between the object 
and the user for performing the recommendations. 
The movies were initially recommended to the 
trusted user depending on the trustful value and ML 
techniques. Here, matrix factorization recognizes 
the features that interest the specific user. Using the 
trust-based filter, the thrust value was calculated 
with the ML mechanism's help. However, due to the 
linear model, the complex relationship in data could 
not capture the RS. 
Darban et al. [22] proposed that Graphical-based 
Hybrid RS(GHRS) was used to recommend the film 
associated with the user similarity ratings. Initially, 
the graph was constructed with the nodes, which 
were said to be the process's users. Then, a similar 
graph was used to extract the dataset for each user. 
Next, the lateral data included gender and age to 
retrieve the movies to the user with several features. 
Also, the autoencoder was applied to extract the 
new features, and their dimensions were 
diminished. By k-means clustering, the novel 
features were encrypted for the clustering of the 
user data. Finally, the item rating was computed 
based on the similarity of another item for each user 
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because of the cluster's average rating for the 
movie recommendation system. However, 
various graphs increased the time complexity and 
not considering the meaningful features included 
in the review. 
Here, the genre data was considered to capture 
the consumer behaviour assessment. So, 
Widiyaningtyas et al. [23] presented the user 
profile type Correlation-based Similarity 
(UPCSim) used to examine the variety and user 
profile types data. This system needed the 
similarity weight value for user rating and 
behaviour to identify each user. Finally, the 
correlation coefficient between the rating of users 
and the user profile data was estimated to obtain 
both similarities' weights for the recommending 
process. This approach provides the scalability 
issue using an extensive database for increasing 
the computing period.  
The RS was vital to help the customer select the 
preferred movie with the existing feature. But, 
the user provided a complicated process to find a 
suitable film because of the increased number of 
movie information. Therefore, Cintia et al. [24] 
suggested the ML-based movie recommendation 
system. The designed augmented groups from 
various approaches were utilized to compare the 
nest approach regarding similar user grouping 
based on movie tag, genre, and ratings using the 
MovieLens dataset. Finally, each cluster was 
optimized, which did not increase the variance 
(Error) for selecting the file for the customer. 
However, the system's enactment needed to be 
enhanced with more features. 
Tahmasebi et al. [25] discussed the deep 
autoencoder system that aimed to recommend the 
movie using Twitter data—the developed model 
employed Content-based and collaborative-
based filtering. The required dataset was taken 
from the MovieTweetings and Open Movie 
databases for recommendations. Finally, the 
estimate of the social influence of each one of the 
users depends upon the social characteristics and 
behaviours on Twitter. In this process, the data 
sparsity problem was increased due to the 
extensive data for the movie recommendation 
system.  
 
3. SYSTEM MODEL AND PROBLEM 

STATEMENT 
 
RS was the software gear and approach that 
produced recommendations for the user. The 
proposals were of various categories, included 
with music tracks, movies, and news 

recommendations. The RS provided 
recommendations with user interest and contextual 
information. It was the building block of the 
filtering of data. The goal of constructing the RS 
was to give the complete information needed for 
personalized learning and interests based on the 
interactive client pattern. Contextual information 
was utilized to make essential recommendations in 
several fields.  
 

Database
Recommender 

system

Top-n 
recommendation

item

Similar items

Recommended
 to user

User

 Abundant information
 Data redundancy
 Context redundancy

 
Fig.1 System Model With Its Problems 

 
The RS system allowed the target user to find the 
item related to the user's needs and preferences. 
Also, the features were analyzed to find the 
similarity among the users who preferred the thing. 
Next, consumer preferences were calculated based 
on past choices. Furthermore, the items were 
identified based on comparing items, and the item 
recommendation was made based on the rating of 
the object. However, the issues were much 
information, data redundancy and context 
redundancy, which would affect the effective 
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recommendation process. The system model with 
the problem statement is illustrated in Fig. 1. 
 
4. PROPOSED EDNbMRS FOR MOVIE 

RECOMMENDER SYSTEM 
 
In this research, a novel technique named Eagle 
Deep Neural based Movie Recommender System 
(EDNbMRS) was designed to recommend the 
movie to the receiver upon movie review ratings 
for the recommendation purpose. The main goal 
was to provide the film's recommendation based 
on the user's ratings. The basic structure of the 
designed EDNbMRS strategy is illustrated in Fig. 
2. 

Dataset Data Gathering EDNbMRS Preprocessing

Feature Extraction

Computation on item 
similarity

Prediction 
Computation

Recommendation
Performance 

metrics
 

Fig.2 A Systematic Diagram Of The Proposed 
EDNBMRS Model 

 
Initially, the data was collected for the training 
process in the RS. In this process, the Movielens 
dataset was used for the RS. Then, the data was 
eliminated with the noisy features and 
transformed the features into a matrix format 
using the designed model. Next, the features were 
extracted using the fitness function of the 
proposed model. Moreover, the similarity 
calculation was done for the items and predicting 
computation process was performed to predict 
the ratings for the feature (movie). Finally, the 

film was recommended to the customer with the 
recommendation engine's predicted movie review 
ratings.  
 
4.1 Data Gathering 
The Movie Lens dataset collected data for the 
movie recommendation system, whereas 610 
people provided ratings of 1,00,837 for 9743 
movies. The database contains the user supplied 
with user ratings of more than 20 movies. This 
dataset consists of films with genre-named URLs, 
movie IDs, titles, and user details such as movie 
IDs, time stamps, and user ratings. Each of the data 
records indicates the movie ratings for various 
users. The movies.csv, user.csv and ratings.csv files 
were used in the RS. The user review was 
developed based on a rating scale from 1 to 5 
numbers. Then, the data gathering process in Eqn. 
(1) 

 FFFF n
T ,....,,

321


   
   (1) 

Where,T denoted as the dataset, 

},....,,
321

{ FFFF n
 represented as the n 

number of samples. The film RS was done based on 
collecting the data for the user. 
 
4.2 Preprocessing 
The preprocessing phase was performed after the 
information was collected in the RS. In the 
database, the data contains noise features and 
standard features. So, the denoising process was 
done to remove noise features from the data. It 
would be too complex to perform the RS for the 
item to the customer if the noise was present in the 
data. Then, the dataset was preprocessed into the 
proper format, and the data frame of ratings was 
transformed into the appropriate form. So, the data 
was transformed into nl  the matrix, where l and 
n was the number of movies and users. The 
denoising process and matrix transformation 
process were described in Eqn. (2). 

 )()(),( khjhnlTL    

     (2) 
Here, L represented as the preprocessing 
parameter, the dataset was denoted asT  the matrix 
transformation process, h which was the tracking 
parameter for eliminating the noise features, 

kandj which were the typical and noisy features. 

However, the noisy data was neglected from the 
trained database and transformed into a suitable 
format in the preprocessing stage using Eqn. (3). 
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4.3 Feature Extraction 
The system was tested with the dataset; each 
motion picture had several features such as title, 
movie identifier and 19 genre attributes. Here, the 
feature could be selected by a feature extraction 
process that helped diminish the characteristics 
of the selection process. Then, the fitness value 
was calculated based on the proposed 
EDNbMRS model for each feature matrix and 
comparing the fitness function value with the 
eagle optimized to produce the best and worst 
features. The highest value attained was said to 
be the best feature which was selected as the 
feature for the recommendation system. The 
feature extraction process was determined in 
Eqn. (3). 

   nlTE ,max   

     (3) 
Here, E indicates the feature extraction 
phenomena, T represented dataset,  was the 
fitness function of the features,   denoted the 

transformation of matrix parameter, nandl
were the number of features such as movies and 
users. The term max'' illustrates the maximum 
value identified based on the fitness function to 
select the feature for the recommendation of 
films based on review. 
4.4 Computation of item similarity 
The mean-squared difference (MSD) was used 
for the similarity score of the two users. The 
mean of the inverse of the difference square 
among the user ratings on the same objects used 
to assess similarity among two users' p and q was 
defined in Eqn. (4).  

 





rrS

S

qipii
qpMSD

pq

pq

2
),(

     (4) 

Here, S pq
denoted as the similarity between two 

users, r pi
 and r qi

represent the ratings of p
th

any q
th

 user. The MSD was the similarity 

measure among two items for the 
recommendation system. Then, the negative 
correlation within the user's preference was 
ignored, which enhanced the accurate rating 
prediction. The process of collaborative filtering 
was used to overwhelm the data sparsity issue of 
the product instead of using it directly to predict 
the ratings. Thus, the similarity between the two 

users was estimated in the RS. 
4.5 Prediction Computation 
The collaborative filtering technique was used to 
predict the unknown ratings, the most critical 
process in the RS. Here, the weights of the item 

prediction to the specific user )(u  were estimated 

for predicting the ratings. The prediction 
computation process was indicated in Eqn. (5) 










)(
,

)(
),(),(

),(

)(

)(

pl
qp

pl
qpqp

qp

N

N

u

u

w

rw
C  

     (5) 

Here, w qp ),(
 it represents the similarity weight 

among the items qandp ; the ratings known by 

the user to the items qandp  were defined as

r qp ),(
, )( pN u

indicated by the users that had 

rated the item, C qp ),(
which was the prediction 

computation process. Thus the prediction was 
estimated based on the weight computation process 
of the items for the RS. 
4.6 Recommendation System 
The recommender stage was based on the similar 
predicted score value of the film. Furthermore, the 
whole item rate was essential for the recommending 
strategy. The expected rating is given as input to the 
recommendation engine, which acclaims the 
motion picture to the user based on its rating value. 
The recommendation process based on movie 
review rating was in Eqn. (6) 

  wC qpqp
ER

),(),(
   

    (6) 
Where, R was denoted as the recommendation 
parameter,  indicates the recommendation engine 

helped to recommend the item to the user, C qp ),(

was the prediction evaluation process, w qp ),(
 

represents the similarity weight among the items. 
Therefore, the similarity weight score between the 
items based on high ratings was used to provide the 
item (movie) to the user using the proposed model. 

Algorithm 1. EDNbMRS 
Start 
{ 
 Data Initialization () 
 ;,int FT  

 // Collect the input data from Eqn. (1) 
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 Preprocessing () 
 { 
 kjhnlTL ,,,,,,,int  ; 

 //The preprocessing variable was defined 
 ),(),( nmkjdenoiseL   

 // noise features were removed, and the 
data was transformed into a suitable 
format using Eqn. (2) 

 } 
 Feature extraction () 
 { 
 ;,,,,,int nlTE   

 //The variables of item features were 
initialized 

   nmselectE ,  

 //The features were analyzed by Eqn. (3) 
 } 
 Item Similarity Computation() 
 { 
 ;,,,,int MSDrqpS  

 //The estimation of item similarity 
variables was initialized 

  rS qpqp
similarityMSD

),(),(
,  

 //The item similarity process was 
computed from Eqn. (4) 

 } 
 Prediction Computation() 
 { 
 ;,,,,,,int urwNqpC  

 //The prediction evaluation variables 
were initialized 

  rw qpqp
edictC

),(),(
,Pr  

 //The prediction of user rating for the 
recommendation function was evaluated 
in Eqn. (5) 

 } 
 Recommendation () 
 { 
 ;,,,,,,int CwqpER   

 //The initialization process performed for 
the recommendation 

  Cw qp
ErecommendR

),(
,  

 //The recommendation process was done 
for the target user 

 } 
}  
End  

 

Start

Data Initialization

EDNbMRS

Preprocessing

Transform the data into 
suitable format

Feature Extraction

Select features based on 
the fitness function

Item similarity Evaluation

Negative Correlation Ignored

Prediction computation
 based on weights

Recommend movies to user

Stop

// the data was collected for the training 
process

//designed the proposed framework

// Elimination of noise features in the 
preprocessing stage

//the data was transformed into 
matrix format

//the features were selected based on the 
fitness function using the proposed 

EDNbMRS model

// estimate the similarity value for the 
items

// the negative correlation would affect 
the recommendation process 

// predict the required ratings for the 
feature based on weights

//the movie were recommended 
to the target user based on 

predicted ratings

 
Fig. 3 Flowchart Of Ednbmrs Model 
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Fig. 3 and Algorithm clearly illustrate the steps 
for the developed mechanism. The Python code 
was executed, and the outcomes were verified 
using the processing steps. In the pseudocode 
format, the algorithm was written by 
incorporating entire parameters of the 
mathematical function. 
 
5. RESULT ANALYSIS  
 
The implementation of the designed framework 
proceeded in the Python platform. The operating 
system used for the implementation process was 
Windows 10. This process aimed to recommend 
the movies to the target user based on movie 
review ratings. Table 1 represents the parameter 
specification for the proposed design. 
 

Table1. Parameter Specification 
Operating System Windows 10 

Dataset Movie Lens dataset 

Programming 
Platform 

Python 

Version 3.7.6 

 
5.1 Case Study 
This work developed a novel deep-learning 
approach to recommending movies to the target 
user using Collaborative filtering. Initially, the 
dataset was collected for training the proposed 
EDNbMRS model for the recommendation 
process. Here, the performance assessment graph 
shows that the performance rate was maximized. 
Henceforth, the performance assessment for the 
proposed model has been validated in Fig. 4. It 
has verified that the proposed design can 
recommend the item to the user 

 
Fig. 4 Overall Performance Assessment 

 
The performance assessment graph shows that the 
performance rate was maximized; the 
recommendation process was developed efficiently. 
Henceforth, the performance assessment has been 
validated in Fig. 4. 
 
5.2 Performance analysis 
In the proposed EDNbMRS, the accurate 
performance outcome of optimizing the RS is 
provided with several metrics, including precision, 
Recall, accuracy and F-measure. Then, the system 
was compared with several existing mechanisms 
such as a Hybrid Collaborative Filtering 
Recommendation (HCFR) [26], Support Vector 
Machines-Improved Ant Colony Optimization 
(SVM-IACO) [27], and Content-based 
Collaborative Filter (CbCF) [28].  
 
5.2.1 Accuracy 
Accuracy described how to evaluate the efficiency 
of the recommender systems using review ratings, 
while Eqn. (7) provided information on the number 
of false alarms affecting the success rate. Here, use 
accuracy to provide the most accurate result for the 
recommendation process. 
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FNTPTNFP

TNTP
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


  

    (7) 
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Fig.5 Comparison Of Accuracy Metrics With Existing 

Techniques 
 
The prevailing models' accuracy, including 
HCFR, had gained 82.636%, SVM-IACO was 
39%, and CbCF provided 93%. In this instance, 
the suggested model outperformed the other 
approaches, offering a reliable result of 96%. 
Figure 5 provides an overview of the accuracy of 
various suggestion methods. 
5.2.2 Precision 
The ability of the system to provide Content 
suitable for a particular user was described as 
precision. It was the ratio of appropriate solutions 
to user ideas. Eqn. (8) could be used to define 
precision. 

itemsdrecommendeWhole

itemsdrecommendeCorrectly
PRECecision )(Pr

    (8) 
The number of pertinent ideas that the user 
deemed to be correctly suggested. The total 
number of recommended items was the total 
number of recommendations made to the user. 

HCFR SVM-IACO CbCF Proposed

40

50

60

70

80

90

100

P
re

ci
si
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 (

%
)

 Precision

 
Fig.6 Comparison Of Precision  

 
The existing methods' precision ranged from 
83.433% for HCFR to 81% for CbCF to 39% for 
SVM-IACO. The new EDNbMRS model, however, 
outperformed the existing models with a precision 
value of 84%. The precision comparison was 
obtained in Fig. 6. 
5.2.3 Recall 
The ability of the systems to provide the users with 
critical data was referred to as the Recall. It stated 
the proportion of rapid recommendations in the 
pertinent recommendations set. Eqn. (9) provided a 
representation of the recall estimation. 

itemslevant

itemsdrecommendeCorrectly
call

Re
Re 

    (9) 
Where, the number of recommendations that were 
recommended for the item correctly. Depending on 
user recommendations, the highest 
recommendations are included with the appropriate 
items. 
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Fig.7 Comparison Of Recall Metrics In RS 

Different currently used models, like HCFR, had 
a recall of 77.301%, SVM-IACO had 38%, and 
CbCF had 83%. In this instance, the suggested 
EDNbMRS model gained 86%, which offered a 
high recall value compared to the current models 
and presented the Recall comparison in Fig. 7. 
5.2.4 F-measure 
 F-measure is the name given to the single 
statistic that integrates Recall and precision. It 
stood for Recall and precision's harmonic mean. 
Eqn. (10) showed how the F-measure was 
evaluated.  

callprecision

callecision
measureF

Re

Re*Pr*2




   (10) 
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Fig.8 Comparison Of F-Measure Metrics For Several 

Recommending Mechanisms 

The F-measure of the current models, such as 
HCFR, CbCF, and SVM-IACO, was 80.25%, 82%, 
and 32%, respectively. In this case, the generated 
model outperformed the current approaches in 
terms of F-measure. The comparison of the f-
measure is shown in Fig. 8. Table 2 shows an 
assessment of the developed model's performance. 

Table.2 Performance Estimation Of The Suggested 
Model 

Metho
d 

Metrics 

Accura
cy (%) 

Precisi
on (%) 

Reca
ll 

(%) 

F-
measu
re (%) 

HCFR 
[26] 

82.636 83.433 77.30
1 

80.25 

SVM-
IACO 
[27] 

39 39 38 32 

CbCF 
[28] 

93 81 83 82 

Propos
ed 

96 84 86 85.1 
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5.3 Discussion 
The current model, somewhat superior to the 
prior studies, captured the best recommendation 
system output from the measuring performance. 
So, it was possible to confirm these performance 
gains by carrying out the comparative 
experiments in the last part. Gather the 
information in the dataset first, and then use the 
suggested EDNbMRS model to preprocess the 
data to eliminate undesirable noise features. The 
proposed model also extracted features, matched 
prediction calculations, and recommended 
processes to provide movies to the target 
audience. The table.3 includes details regarding 
the suggested model's overall performance.  
Table.3 Performance Of The Developed EDNBMRS 

Overall Performance statistics 

Precision 84% 

Accuracy 96% 

Recall 86% 

F-measure 85.1% 
 
Thus, the overall performance statistics with the 
performance metrics included accuracy, PREC, 
Recall and f-measure of the proposed model, 
such as 96%, 84%, 86%, and 85.1%. Hence, the 
designed model scored a high accuracy rate 
associated with the existing models. So, the 
recommendation process for this developed 
model was very effective. 
 
6. CONCLUSION 

This study deals with Collaborative filtering that 
aims to perform the recommendation process for 
the item to the target user. Here is a novel Eagle 
Deep Neural-based Movie Recommender 
System for the recommendations. Initially, the 
system starts with gathering the data for the 
training process using the proposed method. 
Then, preprocessing, feature analysis, similarity 
score and prediction computation, and 
recommendation process were performed in this 
system. The performance of several existing 
systems was analyzed to provide a better 
outcome for the recommendation process. The 
accuracy of the proposed model in this 
recommendation process was 96%, and the 
improvement score for this developed model was 

11%. The advantage of this extended model 
performed the period for the recommendation 
process in less time. In future, the hybridization of 
Deep learning with an efficient, optimized 
technique will be used for the recommendation 
process. 

REFERENCE 
[1]. Kumar S, De K, Roy PP. Movie 

recommendation system using sentiment 
analysis from microblogging data. IEEE 
Transactions on Computational Social 
Systems. 2020 May 28;7(4):915-23. 

[2]. Singh T, Nayyar A, Solanki A. Multilingual 
opinion mining movie recommendation system 
using RNN. InProceedings of first international 
conference on computing, communications, 
and cyber-security (IC4S 2019) 2020 (pp. 589-
605). Springer Singapore. 

[3]. Gupta M, Thakkar A, Gupta V, Rathore DP. 
Movie recommender system using 
collaborative filtering. In2020 International 
Conference on Electronics and Sustainable 
Communication Systems (ICESC) 2020 Jul 2 
(pp. 415-420). IEEE. 

[4]. Anwar T, Uma V. Comparative study of 
recommender system approaches and movie 
recommendation using collaborative filtering. 
International Journal of System Assurance 
Engineering and Management. 2021 
Jun;12:426-36. 

[5]. Thakker U, Patel R, Shah M. A comprehensive 
analysis on movie recommendation system 
employing collaborative filtering. Multimedia 
Tools and Applications. 2021 
Aug;80(19):28647-72. 

[6]. Lee C, Han D, Han K, Yi M. Improving graph-
based movie recommender system using 
cinematic experience. Applied Sciences. 2022 
Jan 29;12(3):1493. 

[7]. Saraswat M, Chakraverty S, Kala A. Analyzing 
emotion based movie recommender system 
using fuzzy emotion features. International 
Journal of Information Technology. 2020 
Jun;12:467-72. 

[8]. Sahu S, Kumar R, Pathan MS, Shafi J, Kumar 
Y, Ijaz MF. Movie popularity and target 
audience prediction using the content-based 
recommender system. IEEE Access. 2022 Apr 
18;10:42044-60. 

[9]. Raghavendra CK, Srikantaiah KC. Similarity 
based collaborative filtering model for Movie 
Recommendation Systems. In2021 5th 
international conference on intelligent 



Journal of Theoretical and Applied Information Technology 
15th August 2023. Vol.101. No 15 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
5952 

  

computing and control systems (ICICCS) 
2021 May 6 (pp. 1143-1147). IEEE. 

[10]. Walek B, Fojtik V. A hybrid 
recommender system for recommending 
relevant movies using an expert system. 
Expert Systems with Applications. 2020 
Nov 15;158:113452. 

[11]. Sharma B, Hashmi A, Gupta C, Khalaf 
OI, Abdulsahib GM, Itani MM. Hybrid 
sparrow clustered (HSC) algorithm for top-
N recommendation system. Symmetry. 2022 
Apr 11;14(4):793. 

[12]. Awan MJ, Khan RA, Nobanee H, Yasin 
A, Anwar SM, Naseem U, Singh VP. A 
recommendation engine for predicting 
movie ratings using a big data approach. 
Electronics. 2021 May 20;10(10):1215. 

[13]. Kulkarni S, Rodd SF. Context Aware 
Recommendation Systems: A review of the 
state of the art techniques. Computer Science 
Review. 2020 Aug 1;37:100255. 

[14]. Lavanya R, Khokle T, Maity A. Review 
on hybrid recommender system for mobile 
devices. InArtificial Intelligence Techniques 
for Advanced Computing Applications: 
Proceedings of ICACT 2020 2021 (pp. 477-
486). Springer Singapore. 

[15]. Sujithra Alias Kanmani R, Surendiran 
B, Ibrahim SS. Recency augmented hybrid 
collaborative movie recommendation 
system. International Journal of Information 
Technology. 2021 Oct;13(5):1829-36. 

[16]. Singla R, Gupta S, Gupta A, 
Vishwakarma DK. FLEX: a content based 
movie recommender. In2020 International 
Conference for Emerging Technology 
(INCET) 2020 Jun 5 (pp. 1-4). IEEE. 

[17]. Aljunid MF, Dh M. An efficient deep 
learning approach for collaborative filtering 
recommender system. Procedia Computer 
Science. 2020 Jan 1;171:829-36. 

[18]. Sejwal VK, Abulaish M. CRecSys: A 
context-based recommender system using 
collaborative filtering and LOD. IEEE 
access. 2020 Aug 27;8:158432-48. 

[19]. Afoudi Y, Lazaar M, Al Achhab M. 
Hybrid recommendation system combined 
content-based filtering and collaborative 
prediction using artificial neural network. 
Simulation Modelling Practice and Theory. 
2021 Dec 1;113:102375. 

[20]. Nguyen LV, Jung JJ. Crowdsourcing 
platform for collecting cognitive feedbacks 
from users: a case study on movie 
recommender system. Reliability and 

Statistical Computing: Modeling, Methods and 
Applications. 2020:139-50. 

[21]. Choudhury SS, Mohanty SN, Jagadev AK. 
Multimodal trust based recommender system 
with machine learning approaches for movie 
recommendation. International Journal of 
Information Technology. 2021 Apr;13:475-82. 

[22]. Darban ZZ, Valipour MH. GHRS: Graph-
based hybrid recommendation system with 
application to movie recommendation. Expert 
Systems with Applications. 2022 Aug 
15;200:116850. 

[23]. Widiyaningtyas T, Hidayah I, Adji TB. 
User profile correlation-based similarity 
(UPCSim) algorithm in movie 
recommendation system. Journal of Big Data. 
2021 Dec;8:1-21. 

[24]. Cintia Ganesha Putri D, Leu JS, Seda P. 
Design of an unsupervised machine learning-
based movie recommender system. Symmetry. 
2020 Jan 21;12(2):185. 

[25]. Tahmasebi H, Ravanmehr R, 
Mohamadrezaei R. Social movie recommender 
system based on deep autoencoder network 
using Twitter data. Neural Computing and 
Applications. 2021 Mar;33:1607-23. 

[26]. Vuong Nguyen L, Nguyen TH, Jung JJ, 
Camacho D. Extending collaborative filtering 
recommendation using word embedding: A 
hybrid approach. Concurrency and 
Computation: Practice and Experience. 
2021:e6232. 

[27]. Anitha J, Kalaiarasu M. Optimized 
machine learning based collaborative filtering 
(OMLCF) recommendation system in e-
commerce. Journal of Ambient Intelligence 
and Humanized Computing. 2021 
Jun;12:6387-98. 

[28]. Walek B, Fojtik V. A hybrid recommender 
system for recommending relevant movies 
using an expert system. Expert Systems with 
Applications. 2020 Nov 15;158:113452. 


