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ABSTRACT 
 

Credit card fraud is a serious issue in the financial services industry. Billions of dollars are lost each year 
due to credit card fraud. Credit cards have become one of the fastest growing financial services by banks in 
recent years. However, with the increasing number of credit card users, banks face an increasing rate of 
credit card defaults. Credit card fraud is related to the use of prohibited credit card materials for acquisition. 
The aim of this research is to analyze and compare the usage of three types of machine learning algorithms 
consisting of Neural Network (NN), K-Nearest Neighbour (KNN), and Random Forest (RF) to analyze and 
predict credit card fraud security. The credit card transaction dataset was sourced from European 
cardholders and contained 284,807 transactions. The results of the analysis state that the Neural Network 
Algorithm has the highest prediction capability (99.80%) and precision rate (100%) compared to the other 
two machine learning algorithms.  
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1. INTRODUCTION  
 

Technological advancements and the 
pandemic situation have led to a shift towards a 
cashless lifestyle, where more transactions are 
processed virtually through credit card payment 
systems in cryptocurrency [1]. Credit cards are 
widely used due to their usefulness and direct 
interaction with the banking system, making them 
easily accessible at the same time. Credit cards-
related crimes are on the rise, and credit card fraud 
detection uses past data to identify whether a 
transaction is fraudulent or not [2]. This decision is 
notoriously tough due to variations in client 
purchasing behavior, such as during holiday 
seasons, and in fraudster strategies, particularly 
those used to adapt to fraud detection tools. In other 
words, abundant transaction records can be used to 
train well-performing classifiers to identify 
fraudulent transactions [3]. 

 Fraudulent activities worldwide present a 
common global challenge for banks and other 
financial institutions involved in issuing credit cards 
[4]. Moreover, the clear exposure of security 
loopholes in traditional credit card processing 
systems has dramatically increased credit card 
fraud, resulting in annual losses of billions of 
dollars globally. Most fraudsters have designed 

sophisticated methods to carry out credit card fraud 
[5].  

Fraud is very easy to happen if the targeted 
person has limited understanding of internet 
transactions and money transfers. Hackers typically 
target innocent persons who lack thorough 
knowledge of and use of online banking 
applications. Usually, cardholders send their 
expiration dates and card numbers, and if they 
forget their bank PIN number, the bank gives them 
a verification number on their phone or email [6]. 
Credit card fraud is an easy and risk-free sign, 
hackers withdraw amounts without the knowledge 
of the owner and the bank, they transmit the money 
in a very short period of time and then leave the 
network. It is difficult to identify the fraudster 
because they employ very fast instruments and 
masterminds who have complete knowledge of the 
owner's credit card and financial transaction 
moments [7]. Fraudsters are continuously 
attempting to disguise every fraudulent transaction 
as legal, making fraud detection a difficult and 
time-consuming operation. Data analysis enables 
banks to exchange ambitious data methods in order 
to deal with actual customer-generated data more 
effectively. Credit card default prediction is a 
fundamental estimate. concerns the bank's 
involvement in calculating credit to better 
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understand why customers tend to default on 
payments [5].  

The bank wants every small detail of 
customers to track payment data added to credit 
history. Credit card fraud detection is a challenging 
issue that has attracted the attention of machine 
learning researchers and scientists [8]. Several 
previous studies analyzed and compared the use of 
various machine learning algorithms to detect credit 
card fraud and found different results. For example, 
Domadula and Geetha found that decision tree, 
random forest, and logistic regression are capable of 
producing accurate predictions [9]; Ebiaredoh-
Mienye et al. found that batch normalization 
methods optimized with Adamax Algorithm have 
high accuracy in detecting credit card fraud [10]; 
Randhawa et al. proved that machine learning 
method MCC has the highest accuracy compared to 
NB, SVM, and DL methods [11]; Nandi et al. stated 
that the Behavior-Knowledge Space (BKS) method 
has high effectiveness in detecting credit card fraud 
[12]; according to Jain et al., Random Forest is a 
machine learning algorithm that has a higher 
prediction accuracy rate compared to Decision Tree 
and XGBOOST [13]; Bhavya et al. proved that 
Logistic Regression has a better accuracy rate 
compared to Neural Network and K-Means [14]; 
Sangeetha et al. proved that Neural Network has a 
higher accuracy rate compared to SVM [15]; and 
Asha & Kumar also stated that the accuracy rate of 
Neural Network in predicting credit card fraud is 
higher compared to SVM and KNN [16]. 

Based on the previous research findings and 
the phenomenon of the increasing trend in credit 
card fraud, this study will conduct an analysis and 
comparison of the use of three types of machine 
learning algorithms, namely K-Nearest Neighbor 
(K-NN) [17], Neural Networks [18] and Random 
Forest [7], to be used in detecting credit card fraud. 
The KNN algorithm was chosen for analysis 
because it has several advantages, such as being 
robust to training data with a lot of noise and being 
effective when the training data is large, which 
makes it suitable for use in detecting credit card 
fraud [7]. Random Forest has been proven to 
perform well in credit card fraud detection in the 
literature, therefore, it is interesting to study the 
impact of feature engineering strategies and 
comparing this machine learning algorithm to other 
method [19]. Neural Network is a method 
developed by mimicking the characteristics of the 
human brain in storing and processing information, 
so it is considered to be the closest to manual 
processes in terms of accuracy [6]. 

Analysis of the use and comparison of these 
three methods is important to conduct for several 
reasons. First, there has been no previous research 
that analyzes and compares these three methods, so 
the findings of this study can enrich the literature on 
machine learning algorithms, particularly with the 
KNN, Random Forest, and Neural Network 
methods. Second, the study in this research 
describes the scope of the application of machine 
learning algorithms in the security field, particularly 
for detecting credit card fraud. Third, the results of 
the comparison of the accuracy levels between 
Neural Network, KNN, and Random Forest can 
serve as a reference for further research and for 
practitioners to choose the most appropriate 
machine learning algorithm to be applied in 
detecting credit card fraud. 

Based on the overall description above, the 
aim of this research is to analyze and compare the 
usage of three types of machine learning algorithms 
consisting of Neural Network (NN), K-Nearest 
Neighbour (KNN), and Random Forest (RF) to 
analyze and predict credit card fraud security. 
Financial transactions containing any kind of 
criminal activity or fraud can be analyzed to detect 
such crimes. To build this machine learning model, 
the dataset from 
https://www.kaggle.com/datasets/mlg-
ulb/creditcardfraud?resource=download was used, 
which contains 284,807 financial transactions with 
492 of them being fraud data. This data contains 
transactional data records in September 2013 by 
European cardholders. The principle of credit card 
companies is to be able to recognize fraudulent 
credit card transactions so that customers are not 
charged for items they did not purchase. 

2. LITERATURE REVIEW 

2.1 Crisp-DM 
 
Data analysis never comes from a 

momentary process, but from a mature process 
guided by high standards. The author's statement 
above is open to debate, but for the standard part of 
the statement, the author believes that all parties 
will agree. This is what motivates the author in this 
article to convey CRISP-DM as one of the 
standards in data mining [1]. 
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Figure 1: Crisp-DM Framework 

 
Understanding the Business: While the 

business in this article is now confined to modeling 
and reporting results, this dataset can be utilized to 
identify individuals or activities in commercial use 
cases. Understanding the Data: The data is largely 
numerical, with some mathematical derivations 
resulting in later described data, which sets off the 
classification challenge that must be answered. Data 
Preparation: As mentioned in the Dataset 
Description section, the dataset owner has done the 
most of the heavy work in this dataset. However, 
data selection and preparation continue to be 
performed in order to increase cleanliness. 
Modeling: Because the dataset owner labeled it 
during the data processing step, unsupervised data 
mining approaches are not applicable. In the 
classification situation, neural networks, KNN, and 
Random Forest are useful since they can deal with 
more than two output classes. They provide an 
excellent spectrum of flexible, rigid, good with 
higher dimensions, and poor with higher 
dimensions noise [20]. The procedure was 
performed with standard arguments, as seen. 
Because the data downsampling to ideal balance 
pertains to numerous variables, the evaluation is 
exclusively based on correctness. Deployment: 
Although there is no deployment to a study case, 
the model can be implemented correctly and with 
great accuracy. There is some back and forth over 
the CRISP-DM cycle, but it stops for this task in the 
evaluation [18]. 

2.2 Neural Network 
 

The Neural Network algorithm is a method 
inspired by the neural network of the human brain, 
aiming to mimic how the human brain processes 

and retains information [6]. By expressing a 
complicated relationship between input and output, 
the Neural Network technique is used to represent 
non-linear statistical data. 

 
Neural Networks consist of several layers, 

with at least 1 or more Processing Elements (PE) in 
each layer. Processing Elements are used to 
simulate the way neurons work in the human brain. 
Therefore, PEs are often referred to as neurons or 
nodes, with each PE receiving input from the 
previous layer [21].  

2.3 K-NEAREST NEIGHBOUR (KNN) 
 

The K-Nearest Neighbor (KNN) algorithm 
is a method for identifying objects based on the 
training data points that are the nearest to the item. 
The training data is projected into a 
multidimensional space, with each dimension 
representing a data feature [22]. 

 

Distance = ∑ 𝑋 − 𝑋 2 

The KNN method has various advantages, 
including its tolerance to noisy training data and 
effectiveness when training data is big. However, 
the disadvantage of KNN is that it requires 
determining the value of the K parameter (number 
of nearest neighbors), distance training is unclear 
about what type of distance should be used and 
which attributes should be used to get the best 
results, and the computational cost is quite high 
because distance calculations are required [7]. 

2.4 Random Forest 
 

Random Forest is a Decision Tree method 
development that employs numerous Decision 
Trees, each of which has been trained using 
different samples, and each attribute is split on the 
chosen tree between randomly picked subsets of 
attributes. Random Forest has several advantages, 
such as being able to improve accuracy results if 
there is missing data, being resistant to outliers, and 
efficient for storing data. Additionally, Random 
Forest has a feature selection process that can select 
the best features to improve classification model 
performance. With feature selection, Random 
Forest can work effectively on big data with 
complex parameters [5]. 
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2.5 Previous Studies 
 

Dornadula and Geetha used a new method 
to identify credit card fraud detection. Various 
classifiers were used on three advanced evaluation 
collections and score-modified produced for each 
classifier type. Self-motivation variations in the 
structure lead the organization to bias the system. 
Their findings stated that decision tree, random 
forest, and logistic regression provided the best 
results and accuracy [9].  

Ebiaredoh-Mienye et al. used machine 
learning algorithms to classify a large dataset of 
credit card data. Their findings introduced batch 
normalization methods to improve the model's 
accuracy and speed and further prevent overfitting. 
The model was optimized using the Adamax 
algorithm [10]. 

Moradi et al. proposed a dynamic model for 
credit card fraud risk assessment that outperforms 
the existing model. Their model has self-motivation 
tools that evaluate client behavior corruptly on a 
monthly basis and credit risk that includes fuzzy 
factors, particularly in financial crises [23]. 

Randhawa et al. presented credit card fraud 
detection using machine learning algorithms. 
Several typical models used were NB, SVM, and 
DL empirical studies. Their findings proposed the 
best MCC score was 82% achieved by DL. A 
hybrid mockup value, noise from 10% to 30%, was 
added to the model data [11]. 

Nandi et al. designed a multi-classifier to 
overcome the challenges of credit card fraud 
detection. An ensemble model with multiple 
machine learning classification algorithms was 
designed, where the Behaviour-Knowledge Space 
(BKS) was utilized to combine predictions from 
several classifiers. To ensure the effectiveness of 
the developed ensemble model, publicly available 
datasets as well as real financial records were used 
for performance evaluation. Through statistical 
tests, their results positively showed the 
effectiveness of the developed model compared to 
the majority voting method commonly used to 
combine predictions from various classifiers in 
handling noisy data classification and credit card 
fraud detection issues [12]. 

Jain et.al. applied a machine learning 
algorithm to a dataset of credit card fraud, and the 

performance of three machine learning algorithms 
was compared for detecting credit card fraud. Their 
findings stated that the Random Forest machine 
learning algorithm had the best accuracy compared 
to the Decision Tree and XGBOOST algorithms 
[13]. 

Dhankhad et.al. applied multiple supervised 
machine learning algorithms to detect credit card 
fraud transactions using a real-world dataset. Their 
research also compared the performance of various 
supervised machine learning algorithms available in 
the literature against the super classifier 
implemented in their paper [24]. 

Roy et.al. analyzed a comprehensive guide 
for sensitivity analysis of model parameters related 
to fraud detection performance. Their research also 
discussed a framework for topology parameter 
tuning of Deep Learning for credit card fraud 
detection to enable financial institutions to reduce 
losses by preventing fraudulent activities [25]. 

Melo-Acosta et.al. analyzed a Spark 
platform and Hadoop file system supporting our 
proposed solution, sequentially to enable scalability 
of the proposed solution. The proposed approach 
achieved an absolute improvement of around 24% 
in geometric mean compared to the standard 
random forest learning strategy [26]. 

Zhuhai analyzed two types of Random 
Forests to train normal and abnormal transaction 
behavior features. They compared two different 
random forests based on their basic classifiers and 
analyzed their performance in credit card fraud 
detection. The data used in this experiment was 
obtained from an e-commerce company in China 
[27]. 

The research conducted by Bhavya et.al. 
aimed to compare the accuracy and precision levels 
of Logistic Regression, K-Means, and Neural 
Networks models in detecting credit card fraud. The 
analysis results showed that the model with the 
highest accuracy rate was Logistic Regression, with 
an accuracy rate of 99.88%; followed by Neural 
Network with an accuracy rate of 99.61%; and 
lastly K-Means, which only had an accuracy rate of 
54.27%. Based on these results, it can be concluded 
that the Logistic Regression model is better than the 
Neural Network and K-Means models because 
Logistic Regression has a higher accuracy rate [14]. 
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Sangeetha et. al. compared the use of 
Artificial Neural Network (ANN) and Support 
Vector Machine (SVM) Algorithm classification 
techniques for credit card fraud detection. The 
analysis results showed that the ANN classification 
technique had an accuracy rate above 95%, while 
the SVM accuracy rate was only 93%. Based on 
these results, it can be concluded that the Neural 
Network classification technique is better because it 
has a higher accuracy rate in predicting credit card 
fraud [15]. 

Asha & Kumar analyze the use of several 
machine learning algorithms consisting of Support 
Vector Machine (SVM), K-Nearest Neighbor 
(KNN), and Artificial Neural Network to detect 
credit card fraud. The research results stated that the 
Neural Network is the most appropriate machine 
learning algorithm to detect credit card fraud. This 
is based on the highest accuracy rate of the Neural 
Network compared to others, which is 99.92%. The 

accuracy rate of SVM is 93.49%, while KNN has 
an accuracy rate of 99.82% [16]. 

 

3. METHOD 

3.1 Data Understanding 
The initial data used in this study was 

transaction data performed by European credit card 
holders in September 2013. This dataset presents 
transactions that occurred over two days, where we 
have 492 fraud cases out of 284,807 transactions. 
The results of the descriptive analysis of the data 
can be seen in Figure 2. 

3.2 Data Preparation 
 

The data preparation stage includes data 
selection, transformation, and cleaning activities. 
Preprocessing the data with the following steps to 
ensure that the data is suitable for further modeling 

Figure 2: Observation Data Sample 
 

Table 1: Data Attribute Description 
Attributes Data Types Description 

Class Integers Response variable and requires a value of 1 if fraud 
occurs and 0 otherwise 

Time Integers Contains the elapsed time between each transaction and 
the first transaction in the data set 

Amount Real Number of transactions, this feature can be used for cost-
sensitive learning that depends on examples 

V1-V28 Real  Principal component obtained with PCA 
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and evaluation processes. Data selection is the stage 
of selecting the data needed to meet the modeling 
objectives. The data used in this study uses the data 
in figure 1. In the data cleansing stage, it is known 
that there are no missing values in each attribute of 
Class, Time, Amount, and V1-V28. 

 

 

Data selection is determining the attributes 
for the data to be used in the final dataset to be 
processed using Rapid Miner. The data used are as 
follows, which can be seen in Table 2. 

There are 492 (or 0.172%) fraudulent 
transactions in the data. This means that the data is 
highly imbalanced with respect to the target 
variable class. After realizing that my dataset is not 

balanced, I performed down-sampling by artificially 
duplicating each class to be the same. So, I do not 
need to lose data and do not require special support, 
although it takes a lot of time to balance the data. 

 

3.3 Modeling  
 

The neural network (NN), k-nearest 
neighbor (K-NN), and Random Forest (RF) 

algorithms are examples of machine learning/deep 
learning techniques. Artificial Intelligence (AI) 
includes Neural Networks (NN), which is a learning 
model affected by biological neuron activities [26]. 

 
Figure 3: Missing Value 

 
Figure 4: Data Balance based on Fraud and non-Fraud Category 

 

Table 2: Data Set 
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A neural network is made up of nodes that operate 
on input data and provide output to other nodes. 
Each node's output is described as activation or 
node value. Weights are assigned to nodes to assist 
the network in adapting to changes. These weights 
describe the magnitude of an input's influence on 
the output. 

The K-Nearest Neighbor (K-NN) algorithm 
is a method for classifying objects based on existing 
training data that is the nearest to the object [28]. 

As a result, in order to make predictions with K-
NN, we must first devise a metric for measuring the 
distance between the query point and the cases from 
the example samples. The Euclidean system is one 
of the most prevalent methods for measuring this 
distance. 

The Random Forest (RF) machine learning 
technique is quite beneficial. It is mostly utilized in 

classification, regression analysis, and other 
domains. During training, the RF algorithm 
generates a large number of decision trees [21]. RF 
is a supervised learning technique that uses testing 
data to train the model. It generates a random forest 
for a set of problems and then uses this random 
forest to find solutions. 

Figure 5 illustrates the process of finding 
the best model using Machine Learning/Deep 
Learning. The process consists of several parts. The 

first part is the data source, which in this 
experiment is the credit card company dataset. Next 
is the data preparation, which involves handling 
missing values and imbalanced data. Numerical to 
Binominal is used to convert numeric data in 
transaction data to binomial data "true" and "false". 
Multiply is used to make copies of objects in 
RapidMiner. This operator takes an object from the 
input port and sends its copy to the output port. 

 
Table 3: IT Balance Scorecard 

PRESPEKTIF KPI TARGET 
CORPORATE CONTRIBUTION REALTIME TRANSACTIONS 100% 
USER ORIENTATION UAT (USER ACCEPTANCE TESTING) 100% 
OPERATIONAL EXCELLENCE AVAILABILITY OF SERVICE APPLICATIONS 100% 

SERVICE APPLICATION RELIABILITY 100% 
SERVICE APPLICATION CAPABILITIES 100% 

FUTURE ORIENTATION BACK UP 100% 
DRC (DISASTER RECOVERY CENTER) 100% 
DRP (DISASTER RECOVERY PLAN) 100% 
BCP (BUSINESS CONTINUITY PLAN) 100% 

 

  

 
Figure 5: Experimental Design  
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Each connected port creates an independent copy. 
So, changing one copy does not affect the other 
copies. 

The Filter Example returns those that match 
the condition specified by the "class," for example, 
setting positive "true" and negative "false." The 
Filter Example Range takes a set of examples and 
can reduce the number of examples in an example 
set but does not affect the attributes. Append is used 
to create an example set that is combined from 2 or 
more example sets that are compatible by adding all 
the combinations of example sets. Normalize is 
used to scale values to fit within a specific time 
range. Set Role explains how other operators handle 
this attribute. The default role is regular, while other 
roles are classified as special. Various types of roles 
are explained below in the parameter section. 

Cross-validation is mainly used to estimate 
how accurate a model (learned by a particular 
learning operator) will perform in practice. There 
are two subprocesses: Training and Testing. The 
Training subprocess is used to train the model, 
which is then applied in the Testing subprocess. 
The model's performance is measured during the 
Testing phase. Data Split Training and Testing split 
the data into two parts: Training data is used to train 
the algorithm, while Testing data is used to 
determine the trained algorithm's performance. The 
algorithm used to find the best model is the Neural 
Network (input layer used with a value of 2), KNN, 
and Random Forest Classification models. 

The best accuracy selection will be 
analyzed from the experiments performed, and the 
model with the best accuracy will be used to run the 
testing data. The model with the best accuracy is 
run on the testing data, and the results obtained will 
be analyzed for implementation purposes. 

To measure the performance of Information 
Technology (IT) in this credit card company, a 
strategy for improving business efficiency based on 
the Balanced Scorecard-Grembergen four 
perspectives is implemented. The perspectives are 
Corporate Contribution, User Orientation, 

Operational Excellence, and Future Orientation. 
Corporate Contribution focuses on the strategic 
contribution of the company and the performance of 
IT services that are executed. This is taken from the 
perspective of the company management as the unit 
that manages all business activities. User 
Orientation focuses on how users perceive the 
company's credit card application from both the 
perspective of the users and the internal system 
maintenance, who aim to ensure user satisfaction. 

Operational Excellence: This perspective 
emphasizes how the IT performance measurement 
process in a credit card company focuses on the 
operational system in credit card company 
applications. The goal is to pay attention to the 
consequences that may occur with the current 
operational system. Future Orientation: This 
perspective evaluates the IT system in terms of 
future implementation and personnel who use it, 
with the aim of exploring the company's 
performance in understanding current trends and 
opportunities to develop existing services as 
business assets. 

Although the credit card company can carry 
out its business activities in its business unit, its IT 
division still needs to plan and establish indicators, 
initiatives, or activities that can align and support 
the company's overall strategies and determine 
these indicators and how significant the role of IT is 
in supporting the company's vision, mission, and 
strategy. By considering the balanced scorecard 
consisting of financial measures showing the results 
of actions taken as shown in the three other 
operational measure perspectives such as customer 
satisfaction, internal processes, and organizational 
capabilities in making improvements. 

4. Results 

4.1 Evaluation  
 

The results of the rapid miner for the 
confusion matrix based on the three machine 
learning methods can be seen in Figures 6, 7, and 8.  
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Based on these figures, it can be seen that 
the highest accuracy (99.80%) was achieved by 
Neural Network, while the highest precision 
(100%) was also achieved by Neural Network using 
the same dataset combination. All three methods 
were treated with the same dataset, and we can see 
all of their results. Meanwhile, the highest ROC-
AUC (100%) was achieved by Neural Network. 

Neural Network provided us with good 
accuracy with efficient performance. The proposed 
method worked with 99.80% accuracy using the 
Neural Network algorithm, and this work was done 
with several different steps. 

 

Table 4 shows a comparison between 
models. The machine learning and deep learning 
accuracy values obtained were best with 99.80% for 
Neural Network and Random Forest compared to 
the KNN model. The fraud data available is 
imbalanced data. To balance the dataset and obtain 
optimal values, upsampling can be used. The 
accuracy value for Neural Network yielded the best 
results, namely 99.80%, compared to other models. 
This accuracy value is better than the 0.172% sum. 

 

 

 

 
 

 
 

Figure 6: Confusion Matrix Neural Network 
 

 
 

Figure 7: Confusion Matrix KNN 
 

 
 

Figure 8: Confusion Matrix Random Forest 
 

 
Table 4: Comparison of Results among Models 

 
MODEL ACCURACY SCORE ROC-AUC PRECISION SCORE RECALL SCORE 

NEURAL NETWORK 99,80% 100% 100% 99,63% 
KNN 95,23% 98,10% 98,36% 92,09% 

RANDOM FOREST 99,80% 100% 99,80% 99,82% 
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In fraud detection, not only accuracy values 
but also precision scores should be considered as 
this value indicates how accurate the model is in 
detecting a fraud transaction compared to all actual 
fraud values. The higher the precision score, the 
more secure the model will be if implemented in 
fraud prevention. A normal transaction being 

classified as fraud is far more dangerous than a 
fraudulent transaction being classified as normal. 
These normal transactions will greatly harm the 
user, and financial losses will be suffered by the 
customer. Therefore, the appropriate model for 
fraud detection is Neural Network (NN). These 
findings are in line with the previous research by 

 

 
 

Figure 9: ROC/AUC Neural Network 
 

 
 

Figure 10: ROC/AUC KNN 
 

 
 

Figure 11: ROC/AUC Random Forest 
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Sangeetha et.al. and Asha & Kumar, who also 
analyzed the use of Neural Network algorithms and 
several other classification methods to detect credit 
card fraud. The research results of Sangeetha et.al. 
stated that Neural Network has the highest accuracy 
rate, which is up to 95% compared to Support 
Vector Machine, which has an accuracy rate of 
93%. Similarly, the findings of Asha & Kumar 
stated that the accuracy rate of the Neural Network 
algorithm is the highest, which is 99.92%, while 
SVM has an accuracy rate of 99.49%, and KNN 
99.82%. However, these research findings are not in 
line with previous research by Bhavya et.al., who 
found that the Neural Network classification 
method has an accuracy of 99.61%, which is below 
the accuracy of the Logistic Regression method 
with an accuracy rate of 99.88%. 

Based on the explanation, it can be stated 
that the use of Neural Network method to detect 
credit card fraud is empirically proven to have a 
better accuracy rate compared to other methods 
such as Random Forest, KNN, and SVM. However, 

the accuracy rate of Neural Network may still need 
to be compared again with the Logistic Regression 
method which, according to previous research, has 
a slightly better accuracy rate. 

4.2 Deployment 
 

At this stage, I created a model and 
analyzed the business process to build a company 

based on the available data. This descriptive 
analysis is useful for creating predictive projects to 
contribute to the information provided based on the 
company's situation. My modeling results in a 
credit card company can be seen in Figure 11. By 
increasing the utilization of ITS for the company's 
sustainability, it will increase. 

We refer to Effectiveness (the extent to 
which information technology infrastructure can 
provide benefits from the organization's 
perspective) and Efficiency (the extent to which the 
investment cost for information technology 
infrastructure can provide maximum throughput 
capacity in line with the demand from the business 
itself). Effectiveness can also be the alignment 
between the vision, mission, and long-term 
objectives towards the strategic suitability and 
governance of information technology so that a 
harmonious situation can be formed. The dynamism 
of vision, mission, and objectives is not impossible 
to occur, but it still remains a part that needs to be 
considered in the formulation of strategies that 

certainly affect IT planning. 

Efficiency is related to the maximization of 
the already invested cost so that maximum 
throughput can be obtained and the business can 
feel the best value from the invested investment. In 
some implementation cases, risk factors are also 
considered, so the tendency is not only towards the 
extent of the benefits that can be felt from an IT 

 

 
Figure 12: As-IS and To-Be Business Process 
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investment but also towards long-term risks that 
may occur. 

The Business Value of IT focuses on how 
much benefit can be felt from the implementation of 
information technology in an organization, 
measured from the perspective of effectiveness and 
efficiency. All business value measures relate to the 
relationship between information technology costs 
and its contribution to improving organizational 
performance, which can be measured in three 
dimensions: financial performance, business 
performance, and strategic performance. 

Financial Performance is measured by the 
financial performance indicators of an organization. 
Profitability is obtained from productivity and 
efficiency that reduces operational costs; Revenue 
is measured by the organization's revenue 
presentation, divided by the indicator of the correct 
level of information technology expenditure; 
Productivity is the relationship between the output 
produced and the input used to produce that output 
from a system. 

Business Performance can be measured by 
non-financial performance indicators as a 
complement and combination with financial 
performance measures. Non-financial performance 
measures are widely used by businesses for internal 
control and to link information technology costs 
with improved business performance, such as 
competitive advantages, sales of new products, 
development time for new products, customer 
satisfaction, etc. 

The measurement of business value of 
information technology by linking information 
technology costs and the strategic performance of 
the organization, which can only be measured by 
the total cost and how the organization can realize 
Critical Success Factors (CSFs), the most critical 

activities that contribute to the greatest business 
success, and ultimately if critical activities can be 
carried out well, competitive performance can be 
guaranteed for the organization. 

The next point as part of BtripleE highlights the 
effectiveness of information technology, which is 
slightly different. This effectiveness focuses more 
on how other business units see information 
technology within the scope of its processes but still 
on the ability of information technology to provide 
all the functions needed with the availability of 
existing costs. Existing functional departments, 
such as marketing, procurement, sales, etc., see the 
suitability of needs between resource availability so 
that work can be carried out better in three 
limitations: speed, capacity, and reduced human 
interaction. The cost incurred for this can continue 
to be adjusted until an increase in speed, capacity, 
and less human interaction is felt, which is not too 
significant in increasing per unit of currency. This 
can mean that the level of investment has reached 
the optimal point and no further increase in 
information technology investment is needed. 

The third point in BtrippleE is IT Supply 
Effectiveness and IT Supply Efficiency. These two 
keywords emphasize different aspects. Every 
organization has its own goals reflected in its 
vision, ways to achieve them reflected in its 
mission, and objectives that are a set of targets 
aligned with the long-term mission of the company. 
Although there are two keywords in this point, they 
both highlight the same thing, which is IT Supply. 
IT Supply can be interpreted as the expenses 
incurred in the operational use of information 
technology. Effectiveness looks at how well the 
level of suitability of the IT strategy (detailed in the 
IT Expenditures) can be linked to the long-term 
goals of the company. Meanwhile, efficiency refers 
to the minimum cost incurred in pursuing these 

Table 5: B3EEE Framework of the Companies 
BTripleE Factor KPI Target 

Business Management Real Time 100% 
Cost per unit <30% 
Manufacturing Cycle Effectiveness 100% 

IT Management System Availability 100% 
 System Reliability 100% 
 Capacity System 100% 
 User Satisfaction 10 (1-10) 
 User Acceptance Testing 100% 

IT Supply Management Backup 100% 
 DRC (Disaster Recovery Center) 100% 
 DRP (Disaster Recovery Plan) 100% 
 BCP (Business Continuity Plan) 100% 
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targets so that they can be easily monitored by 
comparing the expenses and business improvement 
related to information technology. 

To connect a business goal with the IT/IS 
investment to be implemented, a thorough planning 
by the company is necessary in order to achieve the 
goal. 

Based on the IT BSC and BTripleE 
Framework perspectives, a credit lending company 
measures KPIs in detail so that the implementation 
of IT can be maximized or optimized sustainably. 
This triggers the success factors of fulfilling the 
presence of organization strategies that are 
constantly updated in both short and long term. 

5. CONCLUSION 
  

In this research, various machine learning 
techniques and methods were used to analyze and 
predict credit card fraud security. An anti-fraud 
approach can be adopted to prevent banks from 
significant damages and minimize threats. The aim 
of this study was taken differently from typical 
classification problems as we had cost of 
misclassification variables. Three machine learning 
algorithms, namely Neural Network, KNN, and 
Random Forest, were compared in terms of 
accuracy using a dataset for credit card fraud 
detection.  

Based on the results and experimental 
findings, it was proven that the Neural Network 
Algorithm has highest accuracy and precision in 
predicting credit card fraud with an accuracy of 
99.80% and accuracy of 100%. While Random 
Forest has 99,80% accuracy score and 99,80% 
precision score; and KNN has 95,23% accuracy 
score and 98,36% precision score. 

The findings of this research indeed prove 
the high accuracy and precision of the Neural 
Network machine learning algorithm compared to 
KNN and Random Forest. However, the analysis 
was not conducted to compare Neural Network and 
Logistic Regression, which according to previous 
research, has a higher level of accuracy. Based on 
this, further research can try to analyze the use of 
four machine learning algorithms at once, namely 
Neural Network, Random Forest, KNN, and 
Logistic Regression, and compare their accuracy 
and precision in detecting credit card fraud. 
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