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ABSTRACT 

Recommendation systems (RecSys) are essential nowadays to handle information overloading. RecSys 
algorithms usually predict whether the user will like the content or not based on the previous consumed 
content by the user. User’s preferences will be changing from time to time, but the research of RecSys 
algorithm nowadays rarely involves the sequence of user preferences. We also trying to engage two 
Collaborative Filtering algorithms (CF) with different attributes. CF that use the rating as attribute (CFR), 
and CF that use the user-preferred genres as attribute (CFG). We hybrid those three algorithms CFR, CFG, 
and Sequential Pattern Analysis (SPA) to increase the accuracy of the recommendation system. Then we 
evaluate it using the f1 score and compared it to the CFR, CFG, and SPA alone. This research concludes that 
hybrid CFR, CFG, and SPA increase the accuracy of f1 and precision score compared to the algorithm stands 
alone. We also conclude that cosine is the best similarity to use in searching similar users for RecSys 

Keywords: Recommendation System, Hybrid, Collaborative Filtering, Sequence Pattern Analysis, Best 
Similarity 

1. INTRODUCTION 

In the era of digitization, Movies on Demand 
services simplify the consumption of digital content 
such as movies. Owning a vast quantity of digital 
content enables the company to generate a 
substantial profit. On the other side, because each 
user has unique preferences, the business must 
deliver relevant material. This produces information 
overload problem [1–3]. The user may lose interest 
in browsing the website's content as a result of an 
overload of information. Therefore, a 
recommendation system (RecSys) is required. 

RecSys originally purposed by GroupLens for 
Usnet News [4], was a system that analyses 
customer’s purchase history to identify their 
purchase patterns [5] to provide personalized 
recommendations [6]. RecSys are not lika a search 
engine that provides result based on semantic 
matching results, but it helps to filter information 
shown to the user based on the user’s preferences, so 
the information stays relevant for each unique 
user[7–9]. RecSys also brings benefits to the service 
provider [10], by providing the right information to 
the user, it encourages people to spend more time on 

the website [11] and eventually purchase from your 
website [1] which leads increased sales growth and 
establish customer loyalty [12, 13]. Therefore, all 
businesses are attempting to establish their own 
RecSys to enhance their targeted marketing 
campaigns. [14, 15]. 

Huang et al, [1] succeed to improve the quality of 
their recommendation by combining SPA and CF 
algorithm. By combining multiple algorithms with 
multiple attributes, we found out that the 
recommendation result become more accurate. In 
this paper, we are trying to experiment whether 
adding more algorithm with another attribute will 
improve the quality of the recommendation. We are 
trying to extend their algorithm with another CF 
algorithm that uses genres as an attribute. So, we are 
going to hybridize three algorithms, which is two CF 
algorithms with distinct attributes: attribute of 
genres (CFG) and CF with the attribute of ratings 
(CFR), along with SPA algorithms, using weighing 
technique to evaluate whether this will yield more 
accurate recommendations.  

Choi et al [16] experimenting with 3 distinct 
correlation equation in algorithm CF to determine 
the best equation that produced recommendation. 
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Meanwhile there is another equation that’s 
supposedly works best in helping CF algorithm to 
finds similarity between users, which is Jaccard 
similarity equation.  Building on that research we are 
conducting an experiment to compare Jaccard 
similarity with others similarity equation used in 
those research to determine which of four different 
similarity equations (Cosine similarity, Euclidean 
distance, Jaccard similarity, and Pearson correlation) 
should be implemented into CFG and CFR, as well 
as how much weight should be assigned to each 
algorithm to produce the optimal recommendation. 

2. RELATED WORKS 

Based on survey that conduct by Sunilkumar, et al 
[17], there are many ways to predict user’s ratings to 
achieve the best recommendation. Collaborative 
Filtering (CF), Content-Based Filtering (CBF), and 
Hybrid Method Filtering are the top three most used 
techniques to produce rating prediction. CF and CBF 
works by analyzing user’s given rating and use 
similarity equation to find the similar item or user 
preferences in order to predict the next item or users 
that should be recommended. Hybrid Method on the 
other hand are method of combining various 
technique to achieve better rating prediction or 
recommendation list. 

2.1. Collaborative Filtering 

Collaborative Filtering (CF) is one of the most 
popular algorithms in RecSys; it is a method that 
generates recommendations based on a user's 
historical behavior and preferences, as well as the 
collaborative aspect of each user [4]. Some of the 
famous CF implementations in RecSys include 
GroupLens [18], Tapestry [19], MovieLens [20], 
Ringo [21], and Siteseer [22]. There are many 
research recommendation systems that use CF as 
their based algorithm [23, 24]. One of the benefits of 
using the CF algorithm is that it can identify cross-
genre niches and generates more relevant 
recommendations than other algorithms [25, 26], It 
is adaptive, meaning that it improves over time, and 
in some circumstances, it can be applied to implicit 
rating data. However, this algorithm suffers from 
cold start and spatial data issues [15] that are 
common these days. This algorithm would not be 
able to perform well if there were a small number of 
users who provided ratings or preferences regarding 
the content. Additionally, this algorithm would not 
recommend novel items or content which hasn't been 

consumed. Many are attempting to improve the 
accuracy of CF algorithms by combining them with 
other algorithms such as Content-Based Filtering 
(CBF) [27], Sequential Pattern Analysis (SPA) [16, 
28], and others. However, studies that consider 
sequential consumption pattern as an attribute factor 
to predict rating are still poorly researched [29]. In 
this paper, we will also conduct an experiment to 
determine whether combining another CF with other 
attributes improves the accuracy of a 
recommendation system.  

2.2. Sequential Pattern Analysis 

SPA was first introduced by Agrawal and Srinkat 
[30] as a method for analyzing the user's 
consumption sequence history and using the number 
of supports as a filtering method to predict which 
items are likely to be consumed next. There are 
papers [1, 16, 28], that includes sequential as an 
attribute when making predictions. According to 
these studies, incorporating the SPA algorithm will 
increase the recommendation system's precision. 

2.3. Hybrid Method Technique 

In their paper, Huang et al. investigate the 
combination of SPA and CF, with SPA as one of the 
most important factors in determining the 
recommended items [1]. They are successful in 
developing a hybrid CF and SPA algorithm using the 
feature Augmentation technique. This method 
replaces the conventional CF algorithm, which has 
difficulty dealing with situations in which a 
customer's preferences changed gradually. First, 
they cluster the customer population based on the 
targeted customer using the genetic algorithm, then 
they mine the sequential pattern for each cluster, and 
finally, they predict the top-N items using the two-
stage recommendation. On the basis of the f1 score, 
they concluded that the proposed method 
outperforms conventional methods when it comes to 
generating recommendations. However they didn’t 
consider using user’s genre preferences, which is 
important, as their attribute to produce 
recommendation. 

Choi et al. proposed the Hybrid Online-Product 
rEcommendation (HOPE) system, which is a hybrid 
algorithm combining implicit collaborative filtering 
and sequential pattern analysis [16]. This hybrid 
algorithm demonstrated that the combination of CF 
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and SPA produces a more accurate recommendation 
than CF or SPA alone. They are combining the item 
scores produced by each algorithm using weighing. 
In this experiment, different Similarities-equations 
such as Cosine, Pearson, and distance-based 
similarity are being evaluated. They conclude that 
cosine similarity is the best similarity measurement, 
so they use the cosine similarity equation to calculate 
the score for each item in the CF algorithm. This 
paper suggests that the combination of SPA and CF 
produces a more precise recommendation system. 

However they also didn’t consider user’s genre 
preferences to produce recommendation, also they 
didn’t experimented on Jaccard similarity which is 
supposedly produce more distinct similarity score 
between users. 

Using a weighing technique, Liu et al. [28] are also 
attempting to hybridize CF and SPA algorithms. 
Using precision, recall, and f1 score, they also assess 
the accuracy of their new algorithms. This study 
concluded that combining CF and SPA could 
increase the f1 score and generate more accurate 
recommendations. However this paper also didn’t 
realise the important of considering genre attribute 
as a factor to determined similarity of the user.  

Hybrid algorithms are already making a great 
improvement over the current state-of-the-art 
method. [1, 16, 28] However, those algorithms miss 
to include genre preferences as a factor to produce 
the recommendation list, hence this research 
conducted. 

3. PROPOSED METHODOLOGY 

This research will utilize the 1M-ML MovieLens 
Dataset [31] It includes 1,002,009 anonymous 
assessments of about 3,900 films made by 6,040 
MovieLens members who joined in 2000. 

This dataset is used by the majority of researchers 
experimenting with recommendation system 
algorithms, and it is the most adaptable and 
straightforward dataset accessible for researching 
recommendation systems. 

Previous research has shown that the hybrid CF 
and SPA algorithm produces superior suggestions. 
We will increase the algorithm's depth in the hopes 
of achieving a better recommendation result by 
fusing another CF algorithm with film genre as the 

attribute (CFG) to an existing hybrid CF algorithm 
with ratings as the attribute (CFR) and SPA 
algorithms, employing a weighting approach, and 
evaluating the output with Precision, Recall, and F1 
Score. Moreover, we conduct experiments on a 
variety of similarity equations, including Euclidean, 
Jaccard, Pearson, and Cosine to search for the best 
similarity to produce the best recommendation. 

We will conduct this research by first doing pre-
processing data that explained in chapter 3.1. After 
that, we will produce recommendation using every 
algorithm to see the performance of every algorithm 
by them self, for algorithm CFG amd CFR, we 
conduct experiment with the similarity equation 
candidates to see which similarity equation trumps 

 

Figure 1: Perspective of each Similarity Equations 
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when producing recommendation. We evaluate 
every iteration with Precision, Recall, and F1 score 
to determine the recommendation quality. 

After we get the result of algorithm CFR, CFG, 
and SPA, then we hybrid those 3 algorithms to 
compare it with the singular algorithms. CFR-CFG, 
CFR-SPA, CFG-SPA, and then at the end we hybrid 
CFR-CFG-SPA to see whether the hypothesis are 
true, that by combining broader attribute, will 
increase the quality of the recommendation. 

At the end of the experiment, we count how many 
times certain similarity could produce the best result 
to determine which similarity are the best. 

3.1. Data Preparation 

First, we'll filter the user by the number of ratings 
they've given, with a minimum of 30 ratings, and 
then we'll separate the dataset based on the order of 
consumption. We will allocate 70% of the dataset for 
data Training and 30% for data Testing. Due to time 
and resource constraints, this experiment will only 
calculate a data sample with a confidence level of 
95% and an error rate of 5%. According to Wilmoth 
and Krejcie, et al,[32, 33] the appropriate sample 
size based on the total number of 6040 users is 361, 
but for this study, we will randomly select 400 users 
as samples. 

After data partitioning, we do data pre-processing 
to get the necessary information for CFR and CFG 
algorithms. For CFR, we were required to use the 
rating information contained in the dataset, 
unmodified. But for CFG, we calculate the user's 
genre preference score by filtering each genre of the 
films viewed by the user, multiplying each film by its 
rating, and dividing each genre by the total number 
of films viewed. Then, we obtain the genre 
preference score of the user. 

Similarity equations are utilized in the CFR and 
CFG algorithms to determine the neighbourhood of 
similar users. There are numerous methods for 
determining user similarity, including Pearson 
correlation [34, 35], and Cosine similarity [3, 36], 
thus we will do research to develop a CF algorithm 
employing these equations. 

Choi, et al are comparing Pearson, Euclidean, and 
Cosine similarities to see which similarity equation 
yields the best recommendation.[16] In this 
experiment, we will add Jaccard similarity due to its 
simplicity to determine if it produces better 
recommendations than previously described 
similarities. Conceptually, Figure 1 illustrates the 
perspective of each similarity equation. 

Table 1: Algorithm Results Table. 

K-user K-list Sim CFR_w CFG_w SPA_w Algorithm Eval Score 

13 80 Cos - - - CFG F1 0,0662 
13 80 Cos - - - CFG Precision 0,1233 
12 10 Cos - - - CFG Recall 0,0667 
11 80 Jac - - - CFR F1 0,0736 
12 80 Cos - - - CFR Precision 0,1692 
12 10 Euc - - - CFR Recall 0,0706 
- 80 - - - - SPA F1 0,0981 
- 80 - - - - SPA Precision 0,1848 
- 70 - - - - SPA Recall 0,0849 

11 80 Cos 7 3 - CFR-CFG F1 0,0767 
11 80 Cos 7 3 - CFR-CFG Precision 0,1748 
12 10 Euc 10 0 - CFR-CFG Recall 0,0706 
12 80 Cos 9 - 1 CFR-SPA F1 0,1032 
12 80 Cos 9 - 1 CFR-SPA Precision 0,2006 
13 70 Cos 9 - 1 CFR-SPA Recall 0,0878 
10 80 Jac - 0 10 CFG-SPA F1 0,0984 
10 80 Jac - 0 10 CFG-SPA Precision 0,1848 
7 20 Cos - 3 7 CFG-SPA Recall 0,0852 

13 80 Pea 8 1 1 CFR-CFG-SPA F1 0,1033 
13 80 Cos 4 0 6 CFR-CFG-SPA Precision 0,2007 
13 70 Cos 9 0 1 CFR-CFG-SPA Recall 0,0874 
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3.2. Calculation 

We obtain the N most similar users based on each 
similarity equation. Then, we multiply the 
correspondence similarity score by the given rating 
and divide the result by the sum of similarity scores 
to obtain the forecast rating for each film using 
below equation (1). Which R stands for ratings given 
by user, and S stands for similarity score. 

 𝑅𝑢 =  ൭ 𝑅௨ ∗  𝑆௨



௨ୀଵ

൱ / ൭ 𝑆௨



௨ୀଵ

൱ (𝐸𝑞. 1) 

In accordance with [30], SPA algorithms use 
support and confidence to determine which items are 
acceptable for recommendation; however, in this 
experiment, we will slightly alter the way projected 
score is generated. 

Every occurrence of a candidate movie is 
multiplied by its rating by the corresponding user 
and the number of sets in the movie search pattern in 
order to reward movies with good ratings and the 

likelihood that the pattern occurred. This sum is then 
summed and divided by the number of times that 
movie was consumed. 

3.3. Producing Recommendation List 

After obtaining the predicted rating for each 
algorithm, we first normalize the score before 
combining them using a weighted approach. Using 
equation (2), we combine every feasible 
combination, namely CFR with CFG, CFR with 
SPA, and CFG with SPA. Symbol  represents a 
decimal number between 0 and 1 with steps of 0,1. 

 𝑃(𝑎) = (𝛼 𝑥 𝐸𝑞1) + ((1 − 𝛼) 𝑥 𝐸𝑞2) (𝐸𝑞. 2) 

We normalize and aggregate the CFR-CFG-SPA 
score using equation (3), and then assess each 
technique to see which produces the best 
suggestions. Symbol , , and  are decimal 
numbers between 0 and 1 with steps of 0.1, where 
++=1. 

 

Figure 2: Hybrid Algorithms Overview 
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 𝑃(𝑎) = (𝛼 𝑥 𝐶𝐹𝑅) + (𝛽 𝑥  𝐶𝐹𝐺)

+(𝛾 𝑥 𝑆𝑃𝐴) (𝐸𝑞. 3)
 

Figure 2 provides an overview of hybrid 
algorithms. 

4. EXPERIMENT RESULT 

We examine seven algorithms and compare them 
to one another. In terms of precision, recall, and f1 
score, the objective is to determine if hybrid 
algorithms produce better recommendations than 
single algorithms. 

4.1. Experiment 1 

The goal of this experiment is to find out which 
parameter produces the best recommendation for 
algorithms CFR, CFG, and SPA. The parameters 
being measured are k-user, which indicates how 
many similar users are used to compute predicted 
ratings for each algorithm, k-list, which indicates 
how many items should be recommended for each 
method, and similarity function. We conduct 
experiments with 7, 8, 9, 10, 11, 12, and 13 users for 
k-user. For k-list, we do experiments with 10, 20, 30, 
40, 50, 60, 70, and 80 recommended items. We 
experiment with Pearson, Cosine, Euclidean, and 
Jaccard similarity measures. 

Table 1 identifies the optimal parameter for 
producing the best outcomes for each algorithm and 
evaluation. Observing the findings reveals that 
precision and f1 evaluation results are optimally 
generated with the k-user ad k-list parameter set to 
its maximum or near-maximum value. On the other 
hand, the stories are quite the opposite for recall 
scores. The majority of the algorithm's optimal 
outcomes are produced using cosine similarity. 

4.1.1. CFG Algorithm 

We find that a combination of 13 k-users, 80 k-
lists, and a cosine similarity function yields the best 
f1 results, of 0,0662, when employing CFG 
algorithms. Six of the top ten f1 outcomes employ 
cosine similarity, whilst four employ pearson 
similarity. With the majority of it utilizing 80 k-list 
and 9-13 k-users. 13 k-user, 80 k-list, and cosine 
similarity are used to get the highest precision, which 
is 0.1233, with 13 k-user, 80 k-list, and cosine 
similarity. Five of the top ten precision findings use 
cosine similarity, while the other five use pearson 
similarity. With each of them employing 80 k-lists 
and a value between 9 and 13 for the k-users option. 
Using 12 k-user, 10 k-list, and cosine similarity 
yields the best recall results of 0.0667. Six of the top 
ten recall score results use cosine similarity, three 

  

  

Figure 3: Result Comparison Between Algorithms 
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use Pearson similarity, and the remaining four use 
Euclidean similarity.  

4.1.2. CFR Algorithm 

Using 11 k-user, 80 k-list, and jaccard similarity, 
CFR algorithms produce the best f1 results, which is 
0.0736, by utilizing jaccard similarity. Five of the 
top ten f1 outcomes employ jaccard similarity while 
the other five use cosine similarity, with each result 
using 80 k-lists and a k-user parameter ranging from 
7 to 13. For best precision results (0.1692), 12 k-
users, 80 k-lists, and cosine similarity are used; of 
the top 10 results, 6 utilize cosine similarity while 
the remaining 4 use pearson similarity. All of the top 
10 results utilize 80 k-list and vary from 7 to 13 k-
user. The optimal recall score is 0.0706 while 
utilizing 12 k-user, 10 k-list, and euclidean 
similarity. All of the top 10 recall results employ 
euclidean similarity, the range of k-list is between 10 
and 30, and the range of k-user is 9 to 13.CFR-CFG-
SPA and CFR-SPA have distinguishable weight and 
k-user parameters, but same similarity equations and 
k-list parameters, for their precision scores. The 
precision scores are not significantly different but 
still prefer the CFR-CFG-SPA algorithms. 

4.1.3. SPA Algorithm 

We did not do any studies on k-user and similarity 
functions as SPA techniques do not employ 
similarity equations. Consequently, we only 
experiment with the k-list parameter. F1 score and 
Precision score highest results, which are 0.0981 and 
0.1848, respectively, use the same k-list parameter, 
80, whereas the best recall score, 0.0849, uses 70 k-
list. 

4.1.4. Hybrid CFR-CFG Algorithm 

The best recall score produced by the CFR-CFG-
SPA method has the same weight, k-user parameter, 
and k-list parameter as the CFR-SPA algorithm; 
even for the similarity, cosine similarity, is the same. 
This demonstrated that the CFG algorithm did not 
contribute to creating better recommendations based 
on the recall score of the CFR-CFG-SPA method. 

The CFR-CFG method outperforms the CFG and 
CFR algorithms by 13,63% and 4,04% for the F1 
score, 29,46% and 3.2% for the precision score, and 
5.59 and 0.01% for the recall score, respectively, as 
seen in the graph in Figure 3's upper left corner.  

4.1.5. Hybrid CFR-SPA Algorithm 

As displayed in the top right-hand corner of Figure 
3, the CFR-SPA algorithm achieves superior 
outcomes to the CFR and SPA algorithms by 28,71% 
and 4,92% for the F1 score, 15,65% and 7,85% for 
the precision score, and 19,59% and 3,33% for the 
recall score, respectively.  

4.1.6. Hybrid CFG-SPA Algorithm 

The CFG-SPA algorithm outperforms the CFG 
and SPA algorithms by 32.71% and 0.28% for the 
F1 score, 33.29% and -0.01% for the precision score, 
and 21.75% and 0.36% for the recall score, as seen 
in the lower left chart of Figure 3. 

4.1.7. Hybrid CFR-CFG-SPA Algorithm 

The CFR-CFG-SPA hybrid algorithm produces 
the most accurate recommendations by 25,77%, 
0,09%, and 4,74% compared to algorithm CFR-
CFG, CFR-SPA, and CFG-SPA, based on the F1 
score, also the best performance by 12,91%, 0,06%, 
and 7,91% based on precision measurement. 
However, the CFR-SPA method produced a slightly 
higher recall score than the CFR-CFG-SPA 
algorithm. Observing the weight parameter for 
computation of precision and recall, algorithm CFG 
does not contribute to the CFR-CFG-SPA method's 
performance. On the other hand, the CFG algorithm 
improves the quality of the recommendation based 
on the f1 score. 

4.2. Experiment 2 

In this experiment, we will examine the 
characteristics of each algorithm's 
recommendations. In this instance, we will use user 
with id 6016. The target audience has viewed a total 
of 328 films, with drama being the preferred genre, 
followed by thriller, romance, western, comedy, and 
crime. 

Surprisingly, the CFG algorithm as shown on 
Table 2 recommends drama and comedy films less 
frequently than action films, even though these are 
the genres that the user prefers. The CFR algorithm, 
on the other hand as shown on Table 3, recommends 
a greater variety of genres, with the majority of them 
being dramas and crime films, while producing a 
higher f1 score than the CFG algorithm. This 
algorithm provides the best f1 score when compared 
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to CFG and CFR. The SPA algorithm shown in 
Table 4, produced a majority of horror, thriller, and 
drama films, which are the genres that users 
consume the least. 

CFR-CFG algorithms as shown on Table 5, give 
more diverse movie recommendations. There are 
film noir, action, and science fiction films available. 
Even though the genres are broad, and the user hasn't 
seen many movies in these genres before, this hybrid 
algorithm makes better movie suggestions than 
algorithms that work on their own. On the other 
hand, the CFR-SPA algorithm as shown on Table 6, 
generates a familiar genre comprised mostly of 
action, crime, and drama movie recommendations, 
as well as film-noir and fantasy. On the CFG-SPA 
algorithm, however, as shown on Table 7, produced 
similar list of proposed films is compared to the SPA 
method, as the CFG algorithm had no effect on the 
CFG-SPA algorithm's precision. Compared to other 
algorithms, the CFR-CFG-SPA algorithm is the 
most diverse and produces the most accurate movie 
suggestion list as shown on Table 8. It possesses the 
qualities of each algorithm and generates the most 
original movie suggestion compared to the others. 

5. CONCLUSION 

After doing the experiment, we can infer that by 
including genre as one of the attribute the CFR-
CFG-SPA hybrid algorithms produce better 
recommendations than the other algorithms tested. 
On the other hand, CFR-SPA algorithms produce the 
highest recall score. Majority of the algorithms 
generate superior recommendations by utilizing 
cosine similarity. Also in the majority of algorithms, 
the optimal range for the number of similar users 
utilized to get a predicted rating is between 10 and 
13, but this aspect requires further study. 

This experiment concludes that Jaccard similarity 
are not the best similarity to produce 
recommendation. Cosine similarity is the similarity 
that produces the best outcomes the majority of the 
time for f1, precision, and recall in all algorithms 
with the exception of the f1 score on CFR and recall 
score on CFR. Maximum k-lists should be used for 
f1 score and precision score on all algorithms, but 
minimum k-lists should be used for recall score 
because recall score is intended to reward false 
negative outcomes. 
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APPENDIX  
  

Table 2: Recommendation List Produced by CFG Algorithm. 

 

Table 3: Recommendation List Produced by CFR Algorithm. 
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Table 8: Recommendation List Produced by CFR-CFG-SPA Algorithm. 

 

 

Table 6: Recommendation List Produced by CFR-SPA Algorithm. 

 

Table 7: Recommendation List Produced by CFG-SPA Algorithm. 

 

Table 4: Recommendation List Produced by SPA Algorithm. 

 

Table 5: Recommendation List Produced by CFR-CFG Algorithm. 

 


