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ABSTRACT 
 

Analysis in ultrasound examinations of the thyroid gland often requires a large amount of training data, 
therefore, one of the important problems of using deep architectures in medicine is the expansion of training 
datasets to more significant volumes, since in most clinics the sets of such data are not large. The purpose of 
this study is to develop a set of neural network models for solving the problems of analyzing ultrasound 
images of the thyroid gland to identify nodular neoplasms, as well as to study various approaches to 
increasing the amount of data for the formation of training samples. According to the results of the conducted 
experiments, it was found that an increase in the number of the same type of images in film loops did not 
affect the operation of deep architectures, and therefore it was meaningless. Various approaches to the 
augmentation of medical image sets were investigated, and it was observed that the complication of the 
augmentation process of images containing enlarged areas with useful information negatively affected the 
quality indicators of segmentation models trained on such data. Based on the conducted research, the authors 
propose neural network models to solve the problems of semantic segmentation and classification for use in 
the field of ultrasound examinations of the thyroid gland. The results obtained allow for advancing the use 
of artificial intelligence methods for personalized medicine for thyroid diseases. 
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1. INTRODUCTION  
 

In recent years, deep neural network 
architectures have provided unique opportunities 
and notable breakthroughs in solving problems in 
various fields [1, 2]. In clinical medicine, it has been 
shown that computer diagnostic systems based on 
deep learning provide competitive and sometimes 
even superior diagnostic accuracy and efficiency 
compared to experienced clinicians [3-6]. Although 
the application of deep learning techniques to 
medical images is usually used to improve 
diagnostic efficiency, there is an ever-growing 
demand for more advanced deep neural networks to 
solve new more complex scenarios. 

Currently, many existing studies emphasize the 
competitiveness of deep convolutional neural 

networks (CNN) when they are used to diagnose 
various diseases. These models give decent results in 
the tasks of classification, detection, and 
segmentation to reveal a specific disease; however, 
in many cases, they are still inferior to the human-
level diagnosis. This is because experienced 
clinicians usually use additional domain knowledge 
to make a diagnostic conclusion, rather than relying 
solely on medical images. Therefore, deep neural 
networks analyzing images can only make assisting 
conclusions in the field of ultrasound diagnostics. 
However, they can successfully detect interesting 
areas in the image or segment nodes and other 
neoplasms. 

The use of neural networks in the field of 
thyroid ultrasound is critically important for accurate 
diagnosis and effective treatment of patients. Neural 
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networks are the most effective tool for automatic 
processing and analysis of medical images. Their use 
allows for automatically determining the shape, size, 
structure, density, and other important 
characteristics of the thyroid gland. Neural networks 
can also track changes in the thyroid gland at 
different stages of its development, which is an 
important factor in predicting possible diseases. 

Automation of the process of thyroid nodule 
ultrasound diagnostics is a complex task. This 
conclusion is based on the method of detecting 
nodular formations by doctors: to make a diagnosis, 
they must first detect (localize) the node, then isolate 
and analyze (segment) its outlines, and finally 
classify and describe it [7]. 

The key stage in the diagnostic process is to 
identify the outlines of the nodular formation and 
determine its type. Therefore, the tasks of 
segmentation and classification of ultrasound images 
must be fully solved. 

The implementation of algorithms must meet 
the following requirements: 

1. Independence of the result from the input 
data. The model must be trained in such a way that 
the format, location, framing, and resolution of the 
input data do not affect both additional training of 
the model and predictions during testing and use. 

2. Independence of the result from the 
capabilities of diagnostic devices. Since different 
medical institutions use different equipment, 
segmentation, and classification models should be 
mobile. The algorithm must be trained in such a way 
that it is ready for any changes in the data. To meet 
this requirement, it is proposed to expand the 
training dataset for the algorithm with augmented 
data. 

3. A comprehensive solution to the problem. 
The task of segmentation and classification of such 
complex images as ultrasound images is not trivial. 
Since the result of the work can be influenced not 
only by the type of image (longitudinal or 
transverse) during the study, but also by the type of 
nodular formation, neck width, etc., it is necessary to 
provide an approach to the implementation of 
segmentation to minimize the influence of the 
described circumstances on the diagnostic process. 

4. Minimizing the requirements for manual data 
markup. Since compliance with the requirements 
described above is influenced by many factors, this 
paper describes the study of the influence of training 
data characteristics on the results of detection, 
classification, and segmentation algorithms, as well 
as the creation and training of universal medical 
image analysis solutions. 

Thus, the use of neural networks in the field of 
ultrasound examinations of the thyroid gland is 
necessary to improve the accuracy of diagnosis and 
prediction of diseases. They are universal for image 
processing approaches and can be integrated with 
data from various sources. Analysis in ultrasound 
examinations of the thyroid gland often requires a 
large amount of training data. However, in this case, 
the data usually have a small volume and are quite 
expensive to obtain. Therefore, one of the important 
problems of using deep architectures in medicine is 
the expansion of training datasets to more significant 
volumes, since in most clinics the sets of such data 
are not large. 

The purpose of this study is to develop a set of 
neural network models for solving the problems of 
analyzing ultrasound images of the thyroid gland to 
identify nodular neoplasms, as well as to study 
various approaches to increasing the amount of data 
for the formation of training samples. 

 
2. MATERIALS AND METHODS 

 
2.1 The Initial Dataset 

The initial dataset provided for training, 
validation, and testing of deep neural network 
models consisted of thyroid gland ultrasound 
examination tif cine loops of 80 patients in 
longitudinal (long) and transverse (cross) sections, 
marked masks, and class labels. The number of cine 
loops for these patients was more than one. The cine 
loops included from several dozen to several 
hundred frames. The selection of images of nodular 
formations was carried out at the Endocrinology 
Center in Moscow as part of project No. 22-15-
00135 of the grant of the Russian Science 
Foundation. 

The preprocessing of the initial dataset 
consisted of sequentially performed operations: 

1) converting thyroid ultrasound files and 
masks from tif format to png images; 

2) deleting text information; 
3) removing black irrelevant areas; 
4) bringing images to shades of gray; 
5) resizing images and masks; 
6) normalization of images. 
When converting from tif to png, the tif 

components of the image were taken with a certain 
increment due to the high similarity of neighboring 
images. 

The quantitative affiliation of nodal formations 
in the available dataset to the EU-TIRADS classes 
was analyzed (Figure 1). 
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Figure 1: Quantitative Affiliation of Nodal Formations in the Available Dataset to the EU-TIRADS Classes 

 
2.2 Research of Approaches to Increasing the 
Amount of Data for Training Models 
2.2.1 Experiment to test the effect of the number 
of used ultrasound image cine loops on the quality 
of trained models 

The issue of the amount of data for training is 
especially relevant at the moment. Although the 
main task in designing new architectures is to 
optimize the structure of models in such a way that, 
with less volume and quality of data, more accurate 
predictions are obtained during validation and 
testing, many deep architectures still require a large 
amount of unique data for training. This experiment 
was based on the hypothesis that the volume of the 
training sample could not be increased by repeating 
similar images from the ultrasound of the cine loop 
of one patient and could be increased only by 
expanding the dataset with new unique copies of 
other patients and/or, in extreme cases, data from the 
augmentation process. 

Let us consider the formulation of the detection 
problem. Let X be the set of feature descriptions of 
objects. The mapping 𝑓: 𝑋 → 𝐷 is a feature f of 
object a. Here 𝐷 is a set of acceptable values of the 
attribute. In the detection method under 
consideration, object a is an element of splitting the 
image into cells of a certain scale. 

Each image of the object 𝑎 ∈ 𝑋can be 
characterized by the values of features𝑓 , 𝑖 = 1,… , 𝑟, 
the sets of which are the same for all objects. 
Therefore, the feature vector of the object 𝑎 ∈ 𝑋can 
be determined by 𝑥 = 𝑓 (𝑎), … , 𝑓 (𝑎) . Here the 
feature vector can be identified with the objects 
themselves. 

To implement the detection task, it is necessary 
to construct the function 𝐹: 𝑋

→
𝑌that will map class 

𝑦 ∈ 𝑌 to an arbitrary object from the X set with a 
certain probability from the predetermined 
probability distribution space. Here 𝑌 =
{𝑦 , 𝑦 , … , 𝑦 , }is a finite set of classes, the partition 
into which exists on the entire set X [8]. 

Next, it is necessary to consider the formulation 
of the segmentation problem. The problem of 
semantic segmentation (pixel classification of 
images) can be considered as the problem of finding 
the evaluation function ℎ: 𝑋 → 𝑌for each pixel from 
the input image space X to the label space Y. The 
label space can include semantic maps or 
classification tags. 

Considering the images (𝑥, 𝑦) ∈ 𝑋 × 𝑌 marked 
up into classes, it can be assumed that they belong to 
a fixed unknown probability distribution 𝐷defined 
on 𝑋 × 𝑌. 

Thus, the problem of finding h is reduced to 
finding the best indicator from a predefined 
functional space 𝐻(class of hypotheses) that restricts 
h and is selected based on knowledge about the 
segmentation problem being solved [9]. 

The present study was conducted on the 
example of two neural network architectures: 
YOLOv5 [10] to solve the detection problem and 
DeepLabV3 [11] to solve the segmentation problem. 

15 datasets were used to train YOLOv5 
architecture networks. The datasets were divided 
into three main categories: transverse images, 
longitudinal images, and all images. There were 
ашму sets of each category, where the following 
images were used: all images, every 3rd, every 5th, 
every 10th, and every 15th image. For validation, the 
sets were divided only into longitudinal, transverse, 
and all images. Figures 2 and 3 show the quantitative 
distribution of images for each of the sets. 
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Figure 2: Distribution of the Number of Images during YOLOv5 Training 

 

 
 

Figure 3: Distribution of the Number of Images for YOLOv5 Validation 

To train DeepLabV3 networks, 6 sets of images 
were compiled. Each set included both transverse 
and longitudinal ultrasound projections. Each of the 
6 sets included: all images, every 2nd, every 4th, 
every 8th, every 16th, and every 32nd image. Figure 

4 shows the quantitative distribution of images for 
each of the sets. The colors of the chart columns are 
a symbol for interpreting learning outcomes. The 
models were trained on one number of epochs and 
validated on one set of images. 

 

 
 

Figure 4: Distribution of the Number of Images during Training 

According to the results of the training, the metrics of which are shown in Figures 5 and 6, the 
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number of images does not affect the results of 
neural network learning. The differences in metrics 
are less than 10%. When training on each 32nd 
image, the Loss function begins to converge more 
slowly during testing. However, due to the small 

amount of data during training, the model is 
retrained faster. The networks showed the best result 
when training on transverse projections of thyroid 
ultrasound. 

 

 
 

Figure 5: Indicators of the mAP-0.5 Metric in the Process of Training Models: a) Models with Training on 
Longitudinal Images; b) Models with Training on Transverse Images; c) Models with Training on All Images 

 

 

 
 

Figure 6: Indicators of Loss and Intersection over Union (IoU) Metrics during the Training and Testing of the Models: 
a) Loss and IoU during the Testing of the Models; b) Loss and IoU during the Training of the Models 

The models obtained as a result of training were 
tested on the images of the test sample. The best test 
results were obtained using models trained on 
images of transverse ultrasound projections. The 
best indicators regarding the amount of data used in 
training were obtained following the results of 

validation, where the differences in indicator metrics 
varied within 10-15%. 

Based on the indicators obtained during the 
validation and testing of models, as well as during 
the analysis of metrics during training, it was found 
that the quality of training was practically not 
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affected by an overabundance of the same type of 
data. When training such deep architectures, it is 
necessary to have a large volume of unique images. 

Summing up, we can conclude that similar 
images (images of the same projection of one 
patient) cannot be used as independent data. To 
improve the quality indicators of deep architectures, 
it is necessary to expand the training sample by 
increasing the number of images of different patients 
or using other methods to expand the dataset. 

One of the ways to solve the described problem 
is to use the methods of augmentation of the training 
dataset with new synthesized images. The 
application of this approach is considered in the 
following experiment. 

 
2.2.2 An experiment to test the effect of the 
image set augmentation on the quality of trained 
models 

Formally, the task of augmentation of a set of 
images looks like this. There is an initial labeled set 
of N medical images X={x1, x2, …, xN} with masks 
Y={y1, y2, …, yN}. This set is divided into training 
and test samples, for example, in the ratio of 80% 
and 20%, respectively. 

We consider the training of a neural network 
model M used to solve the problem of semantic 
image segmentation [12], with training parameters P 
for Ne epochs on a set of images X with masks Y. 
The segmentation quality of the trained model is 
evaluated by some Mt quality metric on a test sample 
of Xtest images with Ytest masks. Let us denote the 
best quality of model segmentation in the test for the 
trained network as: 

 
𝑄(𝑀(𝑃,𝑁 ), 𝑋, 𝑌) = 𝑚𝑖𝑛(𝑀𝑡 )  (1) 

 

where Mti is the value of the segmentation quality 
metric of the model on the test at the ith epoch (i is a 
natural number). 

It is necessary to specify such a set of 
augmentation methods F that 

 
𝑄(𝑀(𝑃,𝑁 ), 𝐹[𝑋], 𝑌) > 𝑄(𝑀(𝑃, 𝑁 ), 𝑋, 𝑌)  (2) 

 
i. e., it is necessary to form such a set of 

augmentation methods for medical image sets that 
would improve the value of the chosen metric of the 
quality of solving the semantic segmentation 
problem by the model. 

Based on the analysis of existing approaches to 
image augmentation [13-21], image augmentation 
methods are classified according to several criteria. 
According to the type of changes made to datasets, 
one can distinguish methods of geometric 
transformations (among which affine 
transformations are often mentioned), methods of 
transformations at the pixel level, and methods of 
creating artificial data using generative-adversarial 
neural networks. 

The set of transformations applied to the 
training and test samples often differ. To generalize 
forecasts to test data, test-time augmentation (TTA) 
transformations are also used, the essence of which 
is to perform several different modifications for each 
image [14, 16, 17]. 

According to the frequency of use, 
transformations can be divided into constant ones, i. 
e. those that apply to all images of a given set, and 
non-constant ones which are applied with some 
probability or randomly from a given set of 
transformations [18]. 

Examples of the application of image geometric 
transformations are shown in Figure 7. Examples of 
using pixel-level transformation methods are shown 
in Figure 8. 

 

 
 

Figure 7: Geometric Methods of Image Augmentation 
From left to right line by line: original image, rotation, mirror image along the vertical axis, mirror image along the 

horizontal axis, transfer, shift, zoom, crop 
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Figure 8: Image Augmentation Methods through Pixel-Level Transformations 
From left to right line by line: original image, elastic transformation, Gaussian noise, salt-and-pepper noise, linear 

contrast, median filter, sharpen filter, dropout transformation 

To solve the problem of semantic image 
segmentation, two networks with the same encoder-
decoder structure were used, a detailed description 
of the sequential application approach of which is 
presented in [22]. 

To assess the quality of segmentation, IoU 
metrics and Dice coefficient (DC) were used. The 
average values of the corresponding metrics were 
calculated for several images. 

Based on the analysis of approaches to 
expanding datasets, an experiment was set up to 
augment the existing set of thyroid ultrasound 
images, the results of which are presented in section 
3. 

Analysis of the results of the experiment allows 
us to conclude that the set of augmentation methods 
proposed for use has brought diversity to the initial 
data, improving the indicators of segmentation 
quality metrics and increasing the generalizing 
abilities of models that received ultrasound images 
in their entirety. However, the complication of the 
augmentation process of image sets containing 
enlarged areas with neoplasms harms the quality 
indicators of segmentation for models trained on 
such data. 

 
3. RESULTS 

 
3.1 Solving Classification and Segmentation 
Problems, Conducting Experiments to Assess the 
Quality of the Solutions Obtained 
3.1.1 Solving the problem of semantic image 
segmentation 

To find nodular neoplasms on thyroid 
ultrasound images with their boundaries highlighted, 
we solved the problem of semantic image 
segmentation, i. e. dividing images into segments 

(groups of pixels) and determining the type to which 
each segment belongs. 

The study analyzed the existing approaches and 
architectures of deep neural networks to solve the 
problem of semantic segmentation. One of those is 
U-Net, an architecture created for the segmentation 
of biomedical images in the Computer Science 
department of the University of Freiburg. A newer 
model for semantic segmentation of 2D images, 
DeepLabV3+, was also studied and trained [23]. 

The experiment with the augmentation of 
datasets was carried out while training the 
DeepLabV3+ network with the EfficientNet-B6 
encoder. To solve the problem of semantic 
segmentation, this architecture was used 
sequentially 2 times. The first segmentation network 
(hereinafter referred to as network 1) provided a 
rough localization of thyroid nodules in images with 
a size of 256x256 pixels. The second network 
(hereinafter referred to as network 2) had to segment 
the image more precisely, i. e. determine the position 
of the node on the region of interest (ROI) with a size 
of 512x512 pixels with a roughly localized node. 

The available dataset was divided into training 
(80%) and test (20%) samples. 

There were three experimental sets for 
augmentation methods: empty (without 
augmentation), simple, and complex ones. The 
simple set included the basic methods of geometric 
transformations, such as rotation, mirroring along 
the horizontal and/or vertical axis, transfer, shift, 
scaling, and cropping. The complex augmentation 
set provided for the transformation of not only the 
training but also the validation (test) sample. 
Augmentation of the training sample included 
geometric transformations of the entire image 
(rotation, mirroring along the horizontal and/or 
vertical axis, transfer, shift, scaling, and cropping), 
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local affine transformation (scaling), and 
transformations at the pixel level (elastic 
transformations, Gaussian noise, linear contrast, 
sharpness change, Gaussian blur, average blur, 
median filter, and pixel zeroing). The described 
transformations were not applied all at the same time 
but were used with a given probability, in random 
order, to choose from one or more methods for the 
same type. The augmentation of the test set of 
images was a TTA including rotation and mirror 
reflections along the horizontal and vertical axes. 

DeepLabV3+ networks were trained separately 
for networks 1 and 2, on longitudinal, transverse, and 
combined images simultaneously, without 
augmentation, with simple augmentation, and with 
complex augmentation. The total number of trained 
models was 18. 

As a result of the experiment, the following 
results were obtained. The complication of 
augmentation of the training set of images with equal 
training parameters led to an increase in the values 
of the Loss function at the training stage, which 
indicates that the transformation methods bring 
variety to the original dataset. For network 1, the 
input of which received full images, the complexity 
of augmentation of the training and test sets 
improved the indicators of segmentation quality 
metrics, which indicates an increase in the 
generalizing abilities of the models. However, for 
network 2, the input of which received ROI, where 
the node occupied most of the image, the complexity 
of augmentation had a negative effect. These 
conclusions can be drawn from the analysis of the 
graphs of Figures 9 and 10. 

 

 
 

Figure 9: Graphs of the Values of the Loss Function during Training 

 

 
 

Figure 10: Graphs of DC Values on the Test 

Another result of the experiment was that the 
consistent use of two networks had little effect on the 
quality of segmentation: either it did not change the 
indicators of quality metrics, or it improved them by 
only 1%. Figure 11 shows the values of 

segmentation quality metrics calculated based on the 
results of the sequential application of two networks 
(IoUav, DCav) in comparison with the values of 
segmentation quality metrics of only the first 
network (IoUnetwork 1, DCnetwork 1). 
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Figure 11: Values of Segmentation Quality Metrics of the First Network and Sequentially Two Networks 

The best segmentation indicators on the test set 
of images were DCav=83% and IoUav=75%. 
Examples of good results and results worse than 

semantic ultrasound image segmentation are shown 
in Figure 12. 

 

 
 

Figure 12: Examples of Semantic Segmentation Results by the DeepLabV3+ Network 

Thus, as a result of working with semantic 
image segmentation networks, models solving this 
problem were trained, an experiment was conducted 
on augmentation of the original dataset and many 
image augmentation methods were formed that 
showed effectiveness and positively influenced the 
generalizing abilities of models when solving the 
problem of semantic image segmentation. 

3.1.2 Solving the problem of image 
classification 

To solve the problem of classifying images 
using the TIRADS classifier (6 categories), various 
deep learning structures with layer refinement were 
studied. 

Due to the small number of ultrasound images 
with TIRADS-2 nodes in the original dataset, to 
reduce the imbalance between classes for training 

networks, images with TIRADS-2 and TIRADS-3 
nodes were combined into one class. 

Accuracy, precision, recall, and f1-score metrics 
were used to assess the classification quality of 
trained models: 

 

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =   (3) 

 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =   (4) 

 

𝑟𝑒𝑐𝑎𝑙𝑙 =   (5) 

 

𝑓1𝑠𝑐𝑜𝑟𝑒 =
∗ ∗

  (6) 
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Research and training were conducted for the 
ResNet architecture family (ResNet-18, ResNet-50, 
ResNet-101) [24, 25]. In the architectures of these 
networks, the first convolutional layer was changed 
(to supply 1-channel grayscale images, not 3-
channel RGB images), as well as the last linear layer 
(according to the number of output classes equal to 
3). The best indicators of classification metrics in the 
test sample were accuracy (60%), precision, recall, 
and f1-measure (from 58% to 60%) (achieved on 
ResNet-101). The low values of classification 
metrics are explained by the small amount of 
training data and the fact that although the models 
were pre-trained, this pre-training was not based on 
a set of medical images of a particular clinic. 

To improve the classification quality of a model 
from the EfficientNet architecture family trained on 
a set of small-volume images, it was decided to 
conduct training on a certain set of thyroid 
ultrasound images from open Internet sources, and 
then carry out additional training of some layers on 
the dataset available in the clinic. 

A dataset consisting of 3,493 thyroid ultrasound 
images was found in open sources to solve the 
problems of semantic image segmentation and 
classification, divided into two classes (benign and 
malignant formations). The dataset had been 
adjusted to the desired data markup format. The 
training sample included 2,879 images (82%), and 

the test sample had 614 images (18%). Quantitative 
belonging of images to classes by samples: in the 
training sample class 0 included 1,905 images (66%) 
and class 1 included 974 images (34%), while in the 
test sample class 0 included 378 images (62%) and 
class 1 included 236 images (38%). 

The characteristics of the dataset (mean and 
standard deviation) were calculated. 

To train image classification, we chose a model 
from a new family (EfficientNet) [26, 27], namely 
EfficientNet-B4, due to the relatively small number 
of parameters comparable to the number of 
parameters of the ResNet-50 network, but with a 
fairly high accuracy index on the ImageNet set. 

In the architecture of the classification network, 
the first convolutional layer (for grayscale images) 
and the last linear layer (for the number of output 
classes, in this case, equal to two) were changed. The 
best accuracy score on the test sample (75.57%) was 
achieved by a model trained with the Adam 
optimizer using a scheduler to change the learning 
rate during training on the training sample, to which 
the complex augmentation described earlier was 
applied. The graph of the values of the Loss function 
in training, the graph of the accuracy metric values 
in training and test, and the best values of the 
classification metrics in the test are shown in Figure 
13. 

 

 
 

Figure 13: A Graph of the Values of the Loss Function in Training, a Graph of the Accuracy Metric Values in Training 
and the Test, and the Best Values of Classification Metrics in the Test 

However, retraining only the last layers on the 
existing dataset (with a large number of classes) did 
not lead to an increase in the values of classification 
quality metrics on the test above 60%, which can be 
explained again by a small number of training 
datasets and an increase in the number of classes of 

the pre-trained model. Then all layers of models 
were trained. 

To identify the impact on the training of the 
nature of the dataset (full images or images from 
ROIs), models with the EfficientNet-B4 architecture 
were trained with the changes described earlier, on a 
dataset from the Internet from complete images 
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without augmentation (M1) and with complex 
augmentation (M2), on a dataset from ROIs without 
augmentation (M3) and with complex augmentation 

(M4). The graph of accuracy metric values on the 
test of trained models is shown in Figure 14. 

 

 
 

Figure 14: Graph of Accuracy Metric Values on a Test of Trained Models 

The best results of classification quality metrics 
on the test for four trained models are shown in 
Figure 15. 

 

 
 

Figure 15: The Best Indicators of Classification Quality Metrics on the Test and Accuracy Indicators on Training at 
the Specified Epochs 

On ROIs and full images without augmentation, 
the models were quickly retrained: the best result on 
the test of the model trained on full images has an 
accuracy of 67.92%, and the model trained on ROIs 
has an accuracy of 73.13%. The best accuracy score 
on the test of a model trained on full images was 
75.57%. The best accuracy score on the test of a 
model trained on ROIs with complex augmentation 
was 77.36%. Thus, the complex augmentation of a 
dataset consisting of ROIs provides higher model 
classification rates. 

To determine a model capable of achieving 
higher classification indicators and trained on the 
ROIs of an existing small dataset, models with the 
architectures EfficientNet-B2 (M5), EfficientNet-B4 
(M6), and EfficientNet-B6 (M7) with the changes 
described earlier were trained. The number of 
trained network parameters: 7.7 million, 17.6 
million, and 40.7 million, respectively. The graph of 
accuracy metric values on the test of trained models 
is shown in Figure 16. 
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Figure 16: Graph of Accuracy Metric Values on a Test of Trained Models 

The best results of classification quality metrics 
on the test for three trained models are shown in 
Figure 17. 

 

 
 

Figure 17: The Best Indicators of Classification Quality Metrics on the Test and Accuracy Indicators on Training at 
the Specified Epochs 

It can be seen that the models on the test had 
fairly similar classification results, but the 
EfficientNet-B6 model with the changes made to the 
architecture trained on a set of small-volume ROIs 
images achieved higher accuracy = 66.82%. 

The effect of an increase in the volume of the 
dataset (+25%) on the indicators of the trained 
network can be traced in Figures 18 and 19 (the 
EfficientNet-B6 network, as amended). Before the 
dataset was increased, the best accuracy score on the 
test was 66.82%, after the increase it was 70.75%. 

 

 
 

Figure 18: Graph of Accuracy Metric Values on the Test of Trained Models before and after Increasing the Dataset 
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Figure 19: The Best Indicators of Classification Quality Metrics on the Test and Accuracy Indicators on Training at 
the Specified Epoch after Increasing the Dataset 

Thus, as a result of working with image 
classification networks, various architectures were 
investigated, some ways of solving the problem of a 
small amount of data for training were tested, the 
effects of image augmentation in solving the 
classification problem, the nature of the original 
dataset (full images or images from ROIs) and the 
volume of the training sample on the abilities of the 
model were evaluated. 

 
4. DISCUSSION 

 
The issue of the amount of data for training is 

most relevant at the moment. Although the main task 
in designing new architectures is to optimize the 
structure of models in such a way that with the least 
possible amount and quality of data, the most 
accurate predictions are obtained during validation 
and testing, many deep architectures require a large 
amount of unique data. From the results obtained in 
this study, it follows that the volume of the training 
sample should be increased not by repeating similar 
images of one patient, but by expanding the dataset 
with new unique instances of other patients and/or 
data from the augmentation process. The data 
obtained have been confirmed or refuted in other 
works on other datasets. 

For example, the results of the study [9] confirm 
our conclusions made during this study. This paper 
examines the impact of data volume on the training 
of a deep electrocardiogram (ECG) classification 
architecture. The paper analyzes the use of different 
amounts of non-augmented data during network 
training. It should be noted that the training sample 
consisted only of unique ECG images. As a result of 
the described experiment, it is concluded that the 
metrics of network learning evaluation reach a 
plateau when using 45% of the training sample. In 
addition, an experiment to analyze the effect of the 
volume of one instance of a training sample 
demonstrates that the size of a unique training 
instance does not affect the learning outcomes. After 
reaching the optimal volume for training, the metrics 
reach a plateau. 

The paper [28] discusses experiments to assess 
the impact of the quality and volume of data for 
training models. Deep neural architectures and 
various medical data samples are considered here. 
The problems found as a result of the study confirm 

our conclusions about the need for high-quality 
images and a large amount of unique data. 

In [28], the dependence of the prediction 
accuracy of neural network architectures on the 
volume and quality of the training sample is 
investigated. This study rather proves that a large 
amount of data is the most important aspect in the 
formation of hyperparameters of the model. This 
conclusion also coincides with the results obtained 
in this study. In the described study, work is carried 
out with both unique and augmented data instances 
(LVIS-OneShot, PASCAL-5, FSS-1000), as in the 
experiments of this work. 

The paper [29] describes the methods of medical 
image augmentation for the images which are used 
for the diagnosis, treatment, and monitoring of 
various diseases. The main focus is on the latest 
achievements in the field of medical tomography, 
which allows for obtaining images of internal organs 
and tissues in high resolution. The paper presents 
examples of the use of medical images in the 
diagnosis of oncological diseases, neurological 
disorders, cardiovascular diseases, and other 
pathologies. The results of the experiment showed 
that the use of data augmentation could significantly 
improve the accuracy of object recognition in 
images. In addition, the increase in the training 
sample also achieved an improvement in the 
accuracy of object recognition, which confirms the 
conclusions obtained in this study. 

In contrast to our study of nodular neoplasms of 
the thyroid gland, the paper [30] focused on the brain 
diseases. The authors investigated the use of deep 
learning for the automatic classification of brain 
diseases based on magnetic resonance imaging 
(MRI) images. They used the DeepLabV3+ neural 
network to detect and classify diseases and 
compared its work with other classification methods. 
The results showed that the use of the DeepLabV3+ 
architecture for the classification of brain diseases 
was an effective method and a promising area for 
further research in the field of medical image 
analysis. 

 
5. CONCLUSION 
 

In this paper, the use of neural network 
architectures for solving segmentation, 
classification, and detection problems was 
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investigated. To do this, several experiments were 
conducted to create and train deep architectures for 
various types of analysis. 

In the course of the study, the influence of the 
volume and quality of data for training deep 
architectures was considered, and we analyzed the 
effectiveness of using various methods of the 
medical image set augmentation in a training sample 
of neural networks in solving semantic 
segmentation, classification, and detection 
problems. To carry out the analysis, the thyroid 
ultrasound scans of 166 patients with nodular 
formations were used. The selection of patients and 
the recording of a cine loop of nodular formations 
was carried out within the framework of project No. 
22-15-00135 funded by a grant from the Russian 
Science Foundation. 

In the course of the work, we performed a 
comparative analysis of the results of training the 
model with different types and images and different 
amounts of data. When training and testing models 
on a large number of the same type of data, metric 
indicators showed a spread of only 10%, which is not 
significant for the architectures under study, but it 
was experimentally proved that a set of 
augmentation methods introduced diversity into the 
source data, improving the metrics of segmentation 
quality and increasing the generalizing abilities of 
models that received full ultrasound images. 

In the course of all the experiments conducted, 
models were obtained and approaches were 
identified for working with medical images of 
ultrasound examinations of the thyroid gland. It was 
shown that to improve the quality of deep 
architectures, it was necessary to expand the training 
sample by increasing the number of images of 
different patients and using augmentation methods. 
In the course of the study, neural network 
architectures were identified that were most suitable 
for working with medical images, and models with 
high accuracy were obtained, both at the training 
stage and the testing stage. In further research, it is 
necessary to continue studying the use of various 
artificial intelligence methods for personalized 
medicine.  
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