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ABSTRACT 
 

Structure learning of the Bayesian Network is a two-step process, one is parameter learning and the other is finding the 
best structure among search space using uncertain and incomplete data. Structure learning is the most important and 
complex task (NP-hard problem) in estimation theory.  However, existing techniques require generating all possible 
graphs even for a small number of random variables, and consume a large amount of space and time complexity to 
verify each of them. Clustering-based Structure learning can be used to learn the structure of the Bayesian network to 
overcome this limitation. However, the learned structure needs to be refined as and when the new data arrives and 
existing refinement techniques verify the relation of a node with every other node; which consumes large time 
complexity. 
 In this work, we propose an algorithm that refines the structure of the Bayesian network learned using the 
agglomerative clustering technique using the proposed refinement algorithm. It considers only a subset of nodes 
(identified using Markov Assumption)  for comparison of a node and thereby consumes comparatively less time 
complexity. Also, the Bayesian score is calculated for each candidate structure to find the best network structure. 

Keywords: Refinement Algorithm, Agglomerative Clustering, Bayesian network, Bayesian Score, Prostate 
Cancer, Markov Assumption 

 
1. INTRODUCTION  
 
Bayesian network (also referred to as belief 
network), directed acyclic graphical model or 
hierarchical Bayes model, is a graphical model that 
encodes probabilistic relationships among random 
variables and their conditional dependence through 
a DAG (directed acyclic graph). Bayesian networks 
are constructed from the data or structure learned 
from a naive Bayes structure. 

Domain Experts can construct Bayesian 
Networks manually using prior structure 
knowledge, especially in the medical domain. The 
structure can then be refined manually or 
automatically using techniques such as Refinement 
Algorithm and Expert Bayes [1]. However, manual 
construction may not be feasible for all domains. 
Another approach is to use available information. 
The structure of BN can also be estimated directly 
from the data. Most of the existing techniques 
[5][23]  

 

 

The joint distribution of n binary-valued random 

variables will have different assignments of 
values to n random variables and thereby the size of 
the distribution grows exponentially for large values 
of n. The goal is to reduce the size of the joint 
distribution by capturing independent relations 
among the random variables and the solution is a 
Bayesian network which is a compact 
representation of joint probability distribution. 

 

Definition:  Bayesian network (also referred to 
as the Bayesian belief network) [16] is a directed 
acyclic graphical (DAG) model that encodes 
conditional dependence among random variables.  
In this network, each node can represent a random 
variable and the edges represent causal relationships 
among these variables. 
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A n-dimensional Bayesian network (BN) is a 
triple  B = (X, G, Θ) where: 

X is a n-dimensional random vector where each 
random variable is ranged over by a finite domain.  

G is a directed acyclic graph (DAG) with n nodes 
and a set of edges E represents a set of casual 
dependencies among these variables and Θ  encodes 
the parameters of the network. 

Advantages of Bayesian Network: Bayesian 
networks are used in various fields where the goal 
is to infer the values of uncertain variables. In 
addition, a Bayesian network is used in decision-
making [26]. The major applications are medical 
diagnosis, financial management and risk 
assessment, weather forecasting, and sensor 
applications [24].  

1. Missing data can be handled efficiently using as 
it encodes conditional independence relation among 
all the variables. 

The Bayesian network is the best tool to capture 
casual relationships in a complex domain 

Bayesian network is best suited for representing 
prior data and knowledge as it captures causal 
relationships among variables. 

Bayesian networks and Bayesian statistical methods 
can be used to avoid over-fitting of the data. 

Learning the structure of Bayesian is a complex 
task for applications involving a large number of 
random variables [3]. In such scenarios, instead of 
learning the structure from scratch, it is generally a 
good idea to utilize the knowledge of the domain 
experts. In cases, where the number of random 
variables is high, learning the structure is an NP-
hard problem [25]. So, the Domain expert 
knowledge can be used to construct the initial 
structure; the initial structure can be further refined 
by existing specialized algorithms such as Expert 
Bayes [22]. The network structure created by 
domain experts needs to be refined for the 
following reasons [40]. 

1. New data might have been observed for some or 
all of the features (nodes) in the network and as a 
result, the existing structure may not be valid for the 
inference tasks [23]. 

2. The network structure created by experts might 
have missed some conditional dependence 
relationships among nodes or might have added 
unnecessary relationships which impact 
probabilistic inference even with complete data 
[25]. 

following are the steps to find the best structure. 
First, generate all Possible Graphs and then apply 
any scoring function for each structure [20][25]; 
The structure with the greater Bayesian score is 
considered the best Bayesian Network 
structure[22][26]. 

The task of structure learning for Bayesian 
networks refers to learning the structure of the 
directed acyclic graph (DAG) from observed 
data[2][4]. Bayesian networks are one of the 
powerful PGM tools for handling large and 
uncertain data[15][19]. There are three approaches 
for structure learning: score-based approach, 
constraint-based approach, and based on expert 
knowledge.[6][24]. 

The constraint-based case employs the 
independence test to identify a set of edge 
constraints for the graph and then finds the best 
DAG that satisfies the constraints [17][21]. For 
example, we could distinguish V-structure and fork-
structure by doing an independence test for the two 
variables on the sides conditional on the variable in 
the middle [3]. This approach works well with some 
other prior (expert) knowledge of structure but 
requires lots of data samples to guarantee testing 
power[7][8]. So it is less reliable when the number 
of samples is small [14][18]. 

The score-based approach first defines a criterion to 
evaluate how well the Bayesian network fits the 
data and then searches over the space of DAGs for 
a structure with a maximal score[9][10]. In this 
way, the score-based approach is essentially a 
search problem and consists of two parts[11][12]: 
the definition of the score metric and the search 
algorithm[13][16]. Recent advances show that 
Bayesian network structures with a large number of 
variables can be learned with clustering techniques. 
However, clustering techniques learn the structure 
of the Bayesian network for each cluster separately 
and there is a need to refine the structure[36][40]. 
After learning the structure of the Bayesian 
network, it is required to refine the structure of BN 
as and when new data arrives [37][38].  

There are some advantages of having an initial 
structure for a Bayesian network; for example, the 
structure is capable of capturing some meaningful 
correlations among variables [39][42] using the 
prior knowledge of the domain experts [41]; 
Refinement techniques can then be applied on the 
initial structure. As the initial structure is already 
created, searching for the best structure would be 
less costly[43][45].  



Journal of Theoretical and Applied Information Technology 
15th August 2023. Vol.101. No 15 

© 2023 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6045 

 

Existing refinement techniques such as Expertbayes 
uses the following technique to refine the initial 
network structure. It takes the initial network 
structure and data (training and test set). The 
conditional probability table for each node is 
updated with the case count frequency of the 
corresponding node [42][44].  

For each combination of two nodes, it performs the 
following operations; add an edge in any direction 
if there is no edge; delete an edge if it already 
exists. Then check if a cycle is formed by 
performing these operations. For a node, update its 
conditional probability tables for each operation. if 
the Markov blanket [45] [49] of the node is 
updated. Compute the MLE (maximum likelihood 
score) [46][48] of the network structure after 
performing an operation. Select the network 
structure with the best score; repeat this process for 
every pair of nodes in the initial structure. Finally, 
apply the best network structure for the test set. In 
all cases, source and destination nodes are also 
chosen randomly. bnlearn package in R 
Programming Tool [29] [47] can be used to learn 
the structure of the Bayesian network. It is also 
used to learn the structure upon receiving the new 
data [32] [35]. Expert Bayes and bnlearn package 
randomly select two nodes and check if there exists 
an edge(relationship) between two nodes and 
performs edge deletion, add an edge, and reverse an 
edge direction. In a high dimensional space, 
verifying the relation of a node with the remaining 
nodes will be a higher computational task (leads to 
greater time complexity) [33][34] 

 

1.1 Problem Statement 

The main disadvantage of the score-based approach 
is that it consumes large time complexity. 
Agglomerative clustering-based algorithms can be 
used to overcome this problem and it consumes 
comparatively less time complexity. However, the 
learned structure needs to be refined as new data 
related to the domain is available. Existing 
refinement techniques verify the relation of a node 
with every other node in the Bayesian network and 
thereby consume large time complexity. In this 
work, a new refinement algorithm is proposed to 
refine the structure of a Bayesian network. 
 

2. PROPOSED ALGORITHM 

Initially, the structure of a Bayesian network is 
learned using the agglomerative clustering method. 

Next, a refinement algorithm is applied to refine the 
structure of the Bayesian network. 

 

The clustering algorithm has one limitation that, it 
only verifies the relationship among the nodes 
belonging to the same cluster. As a result, there is a 
possibility of missing dependency relationships 
with the nodes of different clusters. To capture such 
relations, there is a need for refinement of the initial 
network structure. So the refinement algorithm will 
re-verify the conditional independence relation 
among the nodes belonging to different clusters. To 
capture such missing dependencies, the clustering 
algorithm has been extended by adding a 
refinement process to the structure obtained by the 
clustering algorithm. 

Step1: 

The proposed algorithm is implemented on the 
prevalent disease of Prostate cancer and gene 
expressions of the disease were collected from the 
data source 
(https://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?a
cc=GSE128749). The test data for Prostate cancer 
contains around nineteen thousand two hundred 
genes (19,200) and is stored in Google SQL cloud 
storage. Prepared test Gene expression Data for 
Prostate cancer disease in Google Cloud MySQL. 
Step 2:  
Find the ordering/ranking of the Genes based on the 
NormFinder Algorithm. It ranks the set of 
candidate normalization genes according to their 
expression stability in a given sample set and given 
experimental design. NormFinder can analyze 
expression data obtained through any quantitative 
method e.g. real-time RT-PCR and microarray-
based expression analysis. 
(https://www.moma.dk/normfinder-software)[6] 
Step 3 
Identify the clusters {C1, C2,........, Cn} among  
Prostate cancer Genome sequences using the 
Agglomerative clustering technique. 
Step 4: for each cluster Ci 

begin 

        Find the highest ranking node among the 
cluster of nodes and mark it as the leader node Li  

        Find the structure of the Bayesian network for 
Ci  using a proposed structure learning algorithm 

        Store structure of BN 

end 

Step 5:  
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Find the structure of the Bayesian network for all 
the leader nodes {L1, L2,..........Ln}  

Step 6: 

The refinement algorithm is applied to the learned 
structure 

 

Data: 

           Bayesian Network structure 
learned using agglomerative 
clustering 

             Newly available data 

 output: 

      Bayesian Network structure   

 

 begin 

 

1. Read  Bayesian Network 
structure (BNi); 

2. Read Newly available data 
(ND); 

 

3. Initialize Best_score (BS) = 
Compute Bayesian Score of 
the (Bni) 

 
 
 
4. Initialize Refined_Structure 

= (BNi) 
 
 
5. Compute sufficient 

statistics (Si)for all nodes 
using data (ND) 

 
 
6. for each node (Xi) in the 

network structure (BNi) 
 

    begin 
 
  
7.    generate a set of non-
descendent nodes (Dk) 
 
8.    for each non-descendant 
node(dk) in (Dk) 
 

9.    begin 
 
10.         Add an edge from 
(Xi) to non-descendant 
              node(dk) to form 
(New_BNi) 
       
11.         Calculate Bayesian 
Score (Bi) using sufficient 
              statistics (Si)    
 
12.         if (Bayesian Score 
(Bi) > Best_score (BS)) 
 
13.               Best_score 
(BS) = Bayesian Score (Mi) 
 
14.               
Refined_structure = (New_BNi) 
 
 
15.    end 
 
 
16. end 
 
17. refined structure=  BNi 
 
end          

In this step, the refinement algorithm will re-verify 
the conditional independence relation among the 
nodes belonging to different clusters. To capture 
such missing dependencies, the clustering 
algorithm has been extended by adding a 
refinement process to the structure obtained. For 
each node(Xi), a set of non-descendent nodes is 
computed using Markov Assumption. Add an edge 
from Node(Xi) to one of its non-descendent nodes 
and compute the Bayesian score of the new 
structure and compare it with the score of the 
original structure and mark the highest one as the 
current score. Repeat the same process by reversing 
the edge direction and computing the score. 

Similarly, repeat this process for all the nodes in the 
Bayesian network; finally, the structure with the 
highest score is marked as the best structure. 

Fig 1 displays the initial bayBayesiantwork with 20 
nodes created by the clustering algorithm, after 
applying the refinement algorithm (RA) on it, the 
resultant refined Bayesian network structure has 
one extra edge added from the node AADACL2 
(belongs to cluster 1)      to node A1BG (belongs to 
the cluster 2) compare to the initial structure(Fig 1) 
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Figure 1: Refined structure: bayesian network structure 

with 20 nodes for Prostate cancer disease 
 
 
3. RESULT ANALYSIS 

The structure obtained by the proposed Refinement 
algorithm can be compared with the structure 
learned blearn algorithm and hill-climbing learned 
by the bnlearn package. Bayesian network models 
can be compared with the following metrics.  

3.1 Bayesian score  

Bayesian score (3140.513) is computed for the 20-
node Bayesian network created by the bnlearn 
package (Hill-climbing) and the clustering 
algorithm is displayed in the below table. note that, 
the cluster_BN means it is the Bayesian network 
created by the proposed algorithm without refining 
the structure. Similarly, Refined_cluster_BN is the 
Bayesian network obtained after performing 
refinement. it is observed that score has been 
improved from 3486.921   to 3494.533 when the 
refinement algorithm is applied on the cluster_BN. 

The clustering algorithm (CA) has been extended to 
a greater number of gene expression nodes ranging 
from 20 to 100 and computed the score for each of 
the Bayesian networks. From the graph (Fig 2), it is 
observed that the gap between the set of score lines 
for bnlearn_BN (Hill-climbing and tabu search). 
And cluster algorithm(Cluster_BN and 
Refined_cluster_BN) line is getting increased 
linearly with the increasing number of nodes. 

Table 1: Bayesian Score comparison table for  
Refined_cluster_BN, Cluster_BN, and bnlearn_BN  

Refined_cluster_BN Cluster_BN  bnlearn_BN  

3494.533 3486.921  3140.513 

 

Figure 2: Bayesian sore comparison graph 

3.2 Expected loss 

The expected loss is computed for the three 
Bayesian networks bnlearn_BN, Cluster_BN, and 
Refined_cluster_BN with 20 nodes and is displayed 
in the below Table. Cluster_BN can reduce the 
expected error by 3% (from14.72803 to14.25463); 
further, when the refinement algorithm is applied to 
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the Cluster_BN, the resultant Refined_cluster_BN 
can reduce the error by 3% (0.5341). 

Table 2: Expected loss comparison table for 
Refined_cluster_BN, Cluster_BN, and bnlearn_BN 

 

 

Figure 3: Comparison graph of Expected loss for 
Refined_cluster_BN, Cluster_BN, and bnlearn_BN 

3.3 Classification error 

When classification error is computed for the target 
node A1BG   in the refined clustering Bayesian 
network using the loss function (Classification 
Error(Posterior, disc), the value is reduced by 5.6% 
(0.1184493   from 0.1258183). Classification error 
comparison table for Refined_cluster_BN, 
Cluster_BN, and bnlearn_BN. 

 

Table 3: Classification Error  comparison table for 
Refined_cluster_BN, Cluster_BN, and bnlearn_BN 

 

 

From the comparison graph (Fig 3), it is observed 
that the refinement cluster Bayesian network can 
reduce the classification error compared to the 
cluster Bayesian network and bnlearn Bayesian 
network 

 

Figure 4: Comparison graph of classification error for 
Refined_cluster_BN, Cluster_BN, and bnlearn_BN 

3.4 Precision Analysis 

Precision is a measure of how many predictions 
were correct out of the total predicted values using 
the Bayesian network model. For example, four by 
four confusion matrix (Table 3) is depicted for the 
target node (A1BG) using the refined cluster 
Bayesian network model with twenty nodes; in this 
matrix, the right diagonal elements represent True 

Refined_cluster_BN  Cluster_BN  Bnlearn_BN  

13.72053  14.25463  14.72803  

Refined_cluster_BN Cluster_BN  Bnlearn_BN  

0.1184493  0.1241949  0.1258183  
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positives for the column values; remaining values 
along the column represents False positives. For 
column 1 (0.40), true positives would be 165, and 
the rest of the values along the column (12,3 and 1) 
represents False positives. 

 

Table 4: four x four confusion matrix for 
Refined_cluster_BN 

 

 

 

 

 

 

OBSER
VED  

                               PREDICTED  

 0.40 1.22 2.85 4.
48  

0.40 165  0  0  0  

1.22 12  3  1  0  

2.85 3  1  2  1  

4.48 1  0  3 3  

 

Below (Table 5) displays precision values 
computed for the refined cluster Bayesian network, 
cluster Bayesian network, and bnlearn Bayesian 
network using Hill-climbing with 20 nodes. 

Table 5: Precision comparison table for 
Refined_cluster_BN, Cluster_BN, and bnlearn_BN 

Refined_cluster
_BN 

Cluster_
BN  

Bnlearn_BN  

0.911602 0.883720  0.881656  

 
when the Refinement algorithm is applied on the 
clustered Bayesian network, an extra edge has been 
added from the higher rank node (AADACL2) to the 
lower rank node (A1BG); able to capture the 
missing dependency among the nodes. The same 
can be confirmed by computing the conditional 
probability tables for the node 
AADACL2.probability value for the node 
(AADACL2= 0.40 given A1BG = 0.53) is improved 
from 0.75 to 0.86.  
Also, it is observed that clustering a large number 
of nodes (n>=70) gives better precision when 
compared to clustering a smaller number of nodes. 

 

 
 
 

Figure 4: Precision comparison graph for different 
algorithms with the nodes ranging from n = 20 to 100 

 
 

 
 

Figure 5: Precision comparison Graph for 
Refined_cluster_BN, Cluster_BN, and bnlearn_BN 

 
4. CONCLUSION  
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 In this work, Refinement 

Algorithm is used to refine the structure of the 
Bayesian network created by the agglomerative 
clustering technique with less complexity and it 
works on the principle of Markov Assumption. 
Also, the proposed algorithm ensures that minor 
updates occurred to the original network structure.  
It is assumed that the initial structure for the 
Prostate cancer Bayesian network is created by the 
agglomerative clustering technique. When the 
refinement algorithm is applied to this structure, 
one extra edge has been added to the original 
network (edge from AADACL2 to A1BG). 
 
The algorithm is capable of reducing the time 
complexity by O(n) performing an add edge 
operation for each node to one of its independent 
list nodes. Experiments have been carried out for 
the Prostate cancer Bayesian network and compare 
the goodness fit of the model with existing 
technologies like Expertbayes.  An existing 
technique used the maximum likelihood score as a 
scoring function which tends to be overfitting the 
model.  Our Refinement algorithm uses a Bayesian 
score as a scoring function to compute the score of 
each candidate structure. The score has been 
improved by 0.0028(Table 3.3); though the 
improvement is quantitatively very small, this also 
ensures that minor changes are happening to the 
original structure. The algorithm further can be 
extended to hybrid Bayesian networks. 

From the results, it is concluded that the 
Refinement algorithm can reduce expected loss and 
classification error when compared to existing 
techniques like Expertbayes, at the same time, 
precision and accuracy have been improved. Also, 
the refinement-based Bayesian network model can 
predict queries more accurately compare to the 
Expert Bayes. Inference [10] is another criterion to 
verify the model's performance.  Refinement-based 
Bayesian networks can predict the target node 
probability values more precisely for both kinds of 
inferences (forward and backward propagation). 
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