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ABSTRACT 

 
Breast cancer is a prevalent and serious disease in the United States, ranking as the third leading cause of 
death worldwide. The number of cancer-related deaths has risen from 6.2 million in 2000 to 10 million in 
2020. Early detection is vital for saving lives and improving treatment outcomes. While the accuracy rate in 
breast cancer prediction has reached around 97%, other research in different healthcare fields has achieved 
even higher accuracy rates ranging from 98.062% to 100%. To advance the field and enhance the accuracy 
of breast cancer detection methods, this study investigates and optimizes previously unexplored parameters. 
One approach involves utilizing data mining techniques, specifically by combining the Support Vector 
Machine (SVM) algorithm with Linear Kernel, RBF Kernel, and tuning hyperparameters. The Linear SVM 
model exhibited exceptional performance, accurately predicting most Malignant and Benign instances with 
only two incorrect predictions. The SVM model with the RBF kernel demonstrated comparable performance, 
with minimal errors. By tuning the hyperparameters and utilizing the RBF kernel, the SVM model achieved 
perfect predictions for Benign cases and high accuracy for Malignant cases. Both the Linear SVM and H-
SVM models achieved the highest accuracy of 98.83%, with the RBF SVM model close behind at 98.24%.  

Keywords: Breast Cancer, Data Mining, Early Detection, SVM algorithm. 
 
 
1. INTRODUCTION  

Breast cancer is the most common cancer in 
the United States. As can be seen in Figure 1, in 
2020, there were 253.465 new cases of breast cancer 
in the United States, and had the third-highest 
number of deaths with 42,617 deaths after lung 
cancer and pancreatic cancer [1]. 

 

 
Figure 1: Cancer Types that Affect Women in the USA, 

2020 [1] 

Although there are several ways for 
patients to undergo treatment for breast cancer if 
diagnosed, according to the journal 'Advances in 

Breast Cancer Radiation Therapy,' the disease can be 
cured with various treatments. One of the treatments 
that can be done is surgical resection. Surgical 
resection involves the surgical removal of part or all 
the tumors. Surgical resection is usually followed by 
a program of chemotherapy, radiation therapy, and 
endocrine therapy, which can be tailored based on 
the severity of breast cancer [2]. Projections indicate 
that the number of individuals diagnosed with cancer 
will continue to rise in the coming years, with a 
nearly 50% increase expected by 2040 compared to 
2020. Additionally, cancer-related deaths have also 
increased from 6.2 million in 2000 to 10 million in 
2020 [3]. 

While it is possible for individuals 
diagnosed with breast cancer to potentially achieve 
remission through treatment, it should be 
acknowledged that the disease can progress and pose 
a risk of mortality. Therefore, it is crucial to 
minimize the risk of breast cancer by focusing on 
early detection through predictive methods utilizing 
advanced technology. Numerous previous studies 
have employed data mining techniques to classify 
and predict breast cancer data. The utilization of data 
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mining can significantly aid in the early diagnosis of 
breast cancer, enabling timely intervention and 
treatment before cancer progresses to an advanced 
stage [4]. 

Numerous studies have employed machine 
learning algorithms, specifically Support Vector 
Machines (SVM), to predict and diagnose breast 
cancer. These studies consistently reveal the 
impressive accuracy of SVM, ranging from 97% to 
97.2%. A previous study utilized algorithmic 
modeling for the early detection of breast cancer 
using Breast Cancer Wisconsin Diagnostic. The 
study employed five algorithms, including SVM, 
Random Forest, Logistic Regression, k-Nearest 
Neighbor, and Decision Tree. Results showed that 
SVM achieved the highest accuracy of 97.2% [3]. 
The next study also predicted breast cancer using the 
same dataset. This study utilized two algorithms, 
namely SVM and Random Forest. The SVM 
algorithm achieved the highest accuracy in this 
study, with an accuracy rate of 97% [5]. Another 
study conducted in 2020, also predicted breast 
cancer. The highest accuracy was achieved by the 
SVM algorithm, with a rate of 97.2% [6].  However, 
these results still fall below the achievements 
reported in other healthcare fields. The research 
applied SVM on Covid-19 prediction has 
successfully obtained higher accuracy (98.062%) 
[7]. Another study found that the Linear Kernel 
achieved an even better accuracy of 100% [8]. They 
have achieved such exceptional results by attaining 
the utmost precision through their meticulous fine-
tuning of hyperparameters within the SVM 
algorithm. This realization presents a promising 
opportunity to enhance breast cancer prediction 
accuracy and surpass previous achievements in the 
field. So, this study aims to improve the prediction 
and diagnosis of breast cancer by exploring an 
unexplored area, namely hyperparameter tuning in 
the SVM algorithm. In real life, the remarkable 
accuracy of machine learning algorithms in breast 
cancer prediction and diagnosis holds the potential 
to have a significant impact on patient outcomes, 
quality of life, and healthcare resource management. 
It represents a significant advancement in the field, 
offering hope for improved detection and 
personalized treatment strategies for individuals 
affected by breast cancer. 

2. LITERATURE REVIEW 
2.1 Support Vector Machine 

SVM is a commonly used algorithm for 
classification and regression tasks. The main idea 
behind SVM is to find the best possible line or plane 

(hyperplane) that separates different classes of data 
[9]. The goal of SVM is to find an optimal 
hyperplane that is positioned as far as possible from 
the support vectors [10]. The training dataset in 
SVM is mathematically formulated as follows in 
Formula (1): [11]. 

 
(𝑥 , 𝑦 ), … , (𝑥 , 𝑦 ), 𝑥  𝜖 𝑅 , 𝑦  𝜖 (−1, +1) (1) 

where xi represents the feature vector and yi 
represents the class label, both in positive and 
negative values. The optimal hyperplane can be 
formulated in Formula (2). 
 

𝑤𝑥 + 𝑏 = 0    (2) 

 
where w represents the weight vector, x represents 
the input feature vector, and b represents the bias 
value. The values of w and b can satisfy formulas (3) 
and (4) [11]. The training of this SVM model aims 
to find the values of w and b to maximize the margin, 
as shown in Figure 2. 
 

𝑤𝑥 + 𝑏 ≥  +1  𝑖𝑓  𝑦 = 1  (3) 

𝑤𝑥 + 𝑏 ≤  −1  𝑖𝑓  𝑦 = −1  (4) 

 

In addition, SVM also has a Kernel 
function to map classification data. The use of SVM 
with Kernels is done according to relevant 
parameters such as the penalty parameter (C) and the 
Gamma parameter (γ), which are useful for 
managing the learning stages in the SVM algorithm 
and can impact its accuracy [12]. In this SVM 
algorithm, there are several kernels. The Linear 
Kernel is the simplest kernel that analyzes linearly 
separable data [13]. The RBF (Radial Basis 
Function) Kernel is used for non-linearly separable 
data [14]. Linear Kernel SVM applies formula (5) 
while RBF Kernel applies formula (6) [11].  

 
𝐾 𝑥 , 𝑥 = 1 +  𝑥 𝑥    (5) 

𝐾 𝑥 , 𝑥 = exp (−γ ∥ 𝑥 − 𝑥 ∥ )  (6) 
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Figure 2: SVM Hyperplane [11] 

 
 

2.2 Hyperparameter 
Hyperparameter is a machine learning 

classification method for determining and improving 
performance [15]. Hyperparameters play a role in 
influencing learning models, for example in machine 
learning. Hyperparameters also play a role in 
determining construction and determining the 
appropriate and best evaluation value in conducting 
the classification process in machine learning. In 
addition, hyperparameters also play a role in finding 
the best parameters in classifying machine learning 
so that they can help provide the best possible 
accuracy value [16]. Hyperparameters in SVM are 
tunable parameters that are set before the training 
process begins and significantly impact the 
performance and behavior of the SVM model [17]. 
Common hyperparameters include C, which controls 
the trade-off between margin maximization and 
training error minimization; the choice of kernel, 
determining the mapping of input data into a higher-
dimensional feature space with options like linear or 
radial basis function (RBF); and gamma (γ), which 
influences the shape of the decision boundary, where 
a smaller value leads to a smoother boundary, and a 
larger value results in a more complex boundary 
closely fitting the training data [18]. 

 
2.3 Classification Report. 

The confusion matrix is commonly used in 
machine learning, especially in supervised 
classification or determining classification models. 
The structure of a confusion matrix is represented in 
the form of rows and columns, where rows typically 
contain actual classes, and columns contain 
predicted classes. In the case of binary classification, 
the confusion matrix is usually displayed as a 2 x 2 

matrix. The confusion matrix includes four 
measures: true positive (TP), true negative (TN), 
false positive (FP), and false negative (FN) [19]. The 
confusion matrix in machine learning provides 
important measures for evaluating classification 
models. It consists of four elements: true positive, 
true negative, false positive, and false negative. True 
positive represents the number of positive instances 
correctly classified by the system, while true 
negative represents the number of negative instances 
correctly classified. False positive refers to the 
number of negative instances incorrectly classified 
as positive, and false negative represents the number 
of positive instances incorrectly classified as 
negative. [20].  

A classification report is a performance 
evaluation matrix in machine learning which usually 
contains a report consisting of accuracy, precision, 
recall, and f1-score values. Accuracy is the output 
value of a model, which is usually used to represent 
a good model that is predicted in a true positive or 
false negative value compared to the entire data. The 
accuracy formula is shown in formula (7) [21]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
 

   (7) 

Precision is a metric that provides a ratio of 
the true positive values to the data that is predicted 
to be positive. It measures the accuracy of positive 
predictions made by a classification model. To 
calculate precision, formula (8) can be used that 
considers the true positive (TP) and false positive 
(FP) values. The formula for precision is [21]: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =     (8) 
 

The recall represents the proportion of 
actual positive instances correctly identified by a 
classification model. It measures the model's ability 
to capture all positive instances in the dataset. To 
calculate recall, formula (9) is used which considers 
the true positive (TP) and false negative (FN) values. 
The formula for the recall is [21]: 

𝑅𝑒𝑐𝑎𝑙𝑙 =      (9) 
 

The f1-score value is a value that represents 
a combination of precision and recall values. The f1-
score usually contains the average value of the two 
values, so it is necessary to make observations 
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between false positives and false negatives. The f1-
score is computed using formula (10) [21].  

 

𝑓1 − 𝑠𝑐𝑜𝑟𝑒 = 2 𝑥 
  

 
  (10) 

 
 

3. RESEARCH METHODS 
3.1 Research Object and Data Collection 

The data used in this research is collected 
from the UCI Machine Learning Repository, 
specifically from a dataset called "Breast Cancer 
Wisconsin." The dataset was created by Dr. William 
H. Wolberg from the General Surgery Department 
and W. Nick Street and Olvi L. Mangasarian from 
the Computer Sciences Department, all associated 
with the University of Wisconsin [22].  

 
3.2 Research Flow 

The Cross Industry Standard Process for 
Data Mining (CRISP-DM) is a framework that 
simplifies the data mining process into six easy-to-
understand phases. These phases include Business 
Understanding, where project goals are defined; 
Data Understanding, where the data is explored and 
analyzed; Data Preparation, where the data is 
cleaned and transformed; Modeling, where various 
techniques are applied to create models; Evaluation, 
where the models are assessed for performance; and 
Deployment, where the chosen model is 
implemented in a real-world setting [23]. However, 
this research was not conducted in the deployment 
stage because it was limited to study purposes only 
and was not implemented in companies. 

  

 
Figure 3: CRISP-DM Stages 

 

Table 1: Breast Cancer Wisconsin Data Structure 

No. Attributes Descriptions 
Data 

Types 

1 id Id number numeric 

2 diagnosis 

Diagnosis (M = 
malignant, B = 
benign) factors 

3 radius_mean mean radius numeric 

4 texture_mean mean texture numeric 

5 perimeter_mean mean perimeter numeric 

6 area_mean mean area numeric 

7 smoothness_mean mean smoothness numeric 

8 compactness_mean mean compactness numeric 

9 concavity_mean mean concavity numeric 

10 concave points_mean mean concave points numeric 

11 symmetry_mean mean symmetry numeric 

12 fractal_dimension_mean 
mean 
fractal_dimension numeric 

13 radius_se standard error radius numeric 

14 texture_se standard error texture numeric 

15 perimeter_se 
standard error 
perimeter numeric 

16 area_se standard error area numeric 

17 smoothness_se 
standard error 
smoothness numeric 

18 compactness_se 
standard error 
compactness numeric 

19 concavity_se 
standard error 
concavity numeric 

20 concave points_se 
standard error concave 
points numeric 

21 symmetry_se 
standard error 
symmetry numeric 

22 fractal_dimension_se 
standard error fractal 
dimension numeric 

23 radius_worst worst radius numeric 

24 texture_worst worst texture numeric 

25 perimeter_worst worst perimeter numeric 

26 area_worst worst area numeric 

27 smoothness_worst worst smoothness numeric 

28 compactness_worst worst compactness numeric 

29 concavity_worst worst concavity numeric 

30 concave points_worst worst concave points numeric 

31 symmetry_worst worst symmetry numeric 

32 fractal_dimension_worst 
worst 
fractal_dimension numeric 

 
During the Business Understanding stage, 

the goal is to understand the problems and find 
solutions. In the Data Understanding stage, we 
obtained data from the UCI Machine Learning 
Repository, specifically the Breast Cancer 
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Wisconsin dataset, which has thirty-two attributes. 
The next step is Data Preparation, where we 
preprocess the data by filtering out NULL values and 
removing unused attributes. We also convert 
categorical data to integers using label encoding and 
normalize the data. Then, we split the data into 
training and testing sets, with a 70:30 ratio. In the 
Modelling stage, we use Jupyter Notebook with 
Python to create models using the SVM algorithm. 
We apply both Linear Kernel and RBF Kernel, along 
with hyperparameters. To evaluate the models, we 
use a confusion matrix and classification report to 
assess their performance. Finally, we proceed to the 
evaluation stage, where we analyze the results of the 
modeling process. At the evaluation stage, the 
performance evaluation process is conducted to 
determine how the prediction results with the 
modeling built to complete the Business 

Understanding. The evaluation stage will be 
conducted by displaying the accuracy value, 
classification report, confusion matrix, and the 
results of assessing the data mining model with 
testing data that has been previously divided 
following previous research. 
 
4. RESULTS AND DISCUSSION 
4.1 Business Understanding 

Breast cancer is the most common type of 
cancer that affects women. It begins in the cells of 
the breast and can typically be detected through a 
noticeable lump or X-ray scans. Breast cancer can be 
categorized as either benign (non-cancerous) or 
malignant (cancerous) based on how the tumor 
grows and its ability to spread to other areas of the 
body through the bloodstream or lymphatic system 
[24]. Breast cancer is a significant threat to women's 

 
Table 2: Data Statistic Descriptions 
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physical and mental health worldwide. It is crucial to 
detect and treat breast cancer early, as patients 
diagnosed in the preliminary stages have higher 
survival rates compared to those diagnosed later. To 
aid in the identification of breast cancer, various 
imaging techniques are available, including 
mammography (MG), ultrasonography (US), 
magnetic resonance imaging (MRI), positron 
emission computed tomography (PET), computed 
tomography (CT), and single-photon emission 
computed tomography (SPECT). These imaging 
techniques offer quick and accurate detection of 
breast cancer. However, it is important to consider 
that these methods can be costly and may pose risks 
due to the potential for high radiation exposure. [25]. 
Another alternative for detecting breast cancer is 
through a biopsy procedure. During a biopsy, a small 
sample of tissue is obtained either through a needle 
or a small incision. This tissue sample is then 
examined under a microscope to determine if cancer 
cells are present. Biopsy provides a direct and 
accurate method for diagnosing breast cancer and is 
often performed when suspicious findings are 
detected during imaging tests or physical 
examinations. By analyzing the tissue sample, 
healthcare professionals can confirm the presence of 
cancer and gather additional information about its 
characteristics, such as its type and grade, which 
helps guide treatment decisions. [26]. 

Data mining technology, with its 
classification and prediction capabilities, facilitates 
breast cancer early detection. In this study, data 
analysis was performed using the CRISP-DM data 
processing technique on the Wisconsin Breast 
Cancer dataset. By leveraging data analysis and 
machine learning, breast cancer prediction can 
assess the likelihood of breast cancer based on 
patient information. The target variable for 
prediction is the diagnosis attribute, initially 
categorized as "Malignant" or "Benign." Enhancing 
early detection is crucial in addressing the impact of 
breast cancer mortality. 

 
4.2 Data Understanding 

In this study, a dataset in .csv format was 
utilized, comprising a total of 569 data points with 
thirty-two attributes. At the initial stage, a thorough 
examination was conducted to ensure the content 
and completeness of each attribute in the dataset. 
After retrieving the data, a shape check was 
performed to determine its dimensions. The dataset 
consists of thirty-two rows and 569 data points. To 
conduct the analysis, the study focused on 
independent variables that encompassed all the 
attributes listed in Table 1. Furthermore, the 

statistical description of the variables presented in 
Table 2 aids in understanding the distribution and 
characteristics of the dataset. It provides valuable 
information about the central tendency (mean), 
variability (standard deviation), and range 
(minimum and maximum) of each attribute. 
Additionally, the quartiles (first, second, and third) 
illustrate the data's distribution across different 
percentiles. These statistical measures offer 
researchers a comprehensive overview of the 
dataset's numerical properties, facilitating further 
analysis and interpretation. 

 
4.3 Data Preparation 

In this stage, data processing is conducted. 
First, the unused column will be dropped, namely the 
"id" and "unnamed: 32" attributes. Attribute "id" is 
not used because it only contains the id number, and 
its value does not affect this prediction process. 
While the attribute "unnamed: 32" is not used 
because it has 569 NULL values.  

The dataset undergoes a filtering or 
cleaning process. This involves identifying data with 
missing values or NULL values to be promptly 
addressed by either excluding or removing the rows 
containing missing values. Additionally, 
unnecessary attributes are also eliminated during this 
stage. Encoding is performed using label encoding 
to convert categorical datasets into integer values, 
and the data is normalized to prepare it for further 
processing. Furthermore, data encoding is performed 
on the diagnosis attribute. The encoding process will 
be conducted using an encoding label by changing 
the diagnosis attribute value which initially contains 
the values "Malignant" and "Benign" and will be 
converted to an integer with a value of "0" for 
"Benign" and "1" for "Malignant". Figure 4 shows 
the Diagnosis Attribute Bar Chart, where this 
attribute consists of 212 records of Malignant (M) 
and 357 records of Benign (B).  
 

 
Figure 4: Diagnosis Attributes 
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Next, the data normalization process will be 
conducted. Normalization is done to obtain dataset 
values with the same range [27]. The normalization 
process uses the MinMaxScaler() function from 
sklearn [28]. Once the initial data processing steps, 
such as removing unused attributes, encoding the 
data, and normalizing it, are completed, the next 
crucial step is to divide the dataset. This division 
process involves creating two separate sets: the 
training data and the testing data. The dataset is 
divided into a 70:30 proportion, meaning that 70% 
of the data is allocated for training the model, while 
the remaining 30% is reserved for evaluating the 
model's performance.  
 
4.4 Modeling 

At the modeling stage, the SVM algorithm 
with Linear Kernel, RBF, and Hyperparameters is 
employed. First, the modeling process involves the 
utilization of Linear SVM. The Linear SVM model 
is created using the sklearn and seaborn libraries. By 
utilizing the train and test data that has been 
previously split, the quality of the model is evaluated 
using the test data. Figure 5 illustrates the results of 
the Linear SVM model, demonstrating its 
remarkable performance with 108 correctly 
predicted positive instances (Malignant) and sixty-
one correctly predicted negative instances (Benign). 
Moreover, the model only produces 2 False 
Negatives, indicating its high performance in 
identifying Malignant cases. 

 

 
Figure 5: Linear SVM Confusion matrix 

 
Furthermore, the SVM Kernel RBF 

modeling is conducted. This model also results in 
extremely high prediction performance, like the 
Linear SVM. But it makes an exceedingly small 

mistake. There is one instance incorrectly classified 
as positive as shown in Figure 6.  

 

 
Figure 6: RBF SVM Confusion Matrix 

Afterward, the SVM modeling with 
hyperparameters is conducted. Values for the 
parameter C are {0.1, 1, 10, 100, dan 1000} and for 
Gamma parameter is {1, 0.1, 0.01, 0.001, dan 
0.0001}, and the kernel is {Linear, RBF}. The best 
result is found at C=10, Gamma=0.01, Kernel=RBF. 
As shown in Figure 7, the true positive is 108, the 
true negative is sixty-one, the false negative is two, 
and the false positive is zero. This condition is the 
same as the predicted result of Linear SVM. 

 

 
Figure 7: SVM with Hyperparameter Confusion Matrix 

 
4.5 Evaluation 

After the modeling is done and the results 
of the classification report are seen, the value of the 
output of each model will be compared. Table 3 will 
show the comparison of Linear SVM, RBF SVM, 
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and SVM with hyperparameter or H-SVM. Judging 
from the accuracy value, both the Linear SVM 
model and SVM with Hyperparameter model have 
the highest accuracy value of 98.83%. Even so, the 
RBF SVM accuracy is also extremely high 
(98.24%). Similar situations occur for F1-score and 
Precision. Meanwhile, the results are the same for 
recall across all three models. 
 

Table 3: Comparison of All Models 

Models Accuracy 
F1-

score 
Precision Recall 

Linear 
SVM 

0.9883 0.9838 1.0000 0.9682 

RBF 
SVM 

0.9824 0.9760 0.9838 0.9682 

H-SVM 0.9883 0.9838 1.0000 0.9682 

In addition, Table 4 compares the results 
obtained in this study with those of previous studies. 
The findings demonstrate an impressive 
performance in accurately predicting and diagnosing 
breast cancer using the machine learning algorithms 
employed. Both  [3] and [6] achieved an accuracy of 
97.2%, which is slightly lower than the results of this 
study. [5], on the other hand, reported a lower 
accuracy of 97%, even lower than [3] and [6]. 
Overall, the reported accuracies in all the studies 
indicate a remarkable performance in breast cancer 
prediction and diagnosis. This is a positive outcome 
as it suggests that machine learning algorithms can 
effectively contribute to accurate predictions in this 
field.  

Table 4: Comparison of Accuracy  
with Previous Research Results 

Literature Dataset Accuracy 

This Study 
Breast Cancer 
Wisconsin 
Diagnostic 

98.83% 

Machine learning 
Algorithms for 
Breast Cancer 
Prediction and 
Diagnosis [3] 

Breast Cancer 
Wisconsin 
Diagnostic 97.2% 

Predicting the 
Possibility of Cancer 
with Supervised 
Learning Algorithms 
[6] 

Breast Cancer 
Wisconsin 
Diagnostic 97.2% 

Diagnosis of Breast 
Cancer Based on 
Support Vector 
Machine and 
Random Forest 
Method [5] 

Breast Cancer 
Wisconsin 
Diagnostic 

97% 

 

These studies share similarities in terms of 
recommending Support Vector Machines (SVM) as 
the preferred algorithm and utilizing the Breast 
Cancer Wisconsin Diagnostic dataset from UCI for 
breast cancer prediction. However, the 
distinguishing factor in this study lies in the 
inclusion of hyperparameter tuning. Consequently, 
the initial SVM accuracy of approximately 97% was 
further improved to reach an impressive 98.83%. 
While some studies may solely focus on comparing 
algorithms, it is crucial to emphasize the 
improvement in quality to ensure that the compared 
results represent the optimal performance achievable 
by those algorithms. 

 
5. CONCLUSION 

In general, the performance of the Linear 
SVM model was excellent, correctly predicting 108 
instances of Malignant as positive and sixty-one 
instances of Benign as negative. It only made two 
incorrect predictions as False Negatives. 
Additionally, the SVM model using the RBF kernel 
was also implemented. This model demonstrated a 
remarkably important level of prediction 
performance, comparable to Linear SVM. However, 
it had minimal error, with only one instance 
incorrectly classified as positive. Furthermore, SVM 
modeling was performed with different 
hyperparameter values. The best result was achieved 
with C=10, Gamma=0.01, and the RBF kernel. The 
SVM model with the specified hyperparameters 
achieved a perfect prediction for the negative class 
(Benign) with a true negative count of sixty-one and 
no false positives. Additionally, it achieved a high 
number of true positives (108) and a low count of 
false negatives (2) for the positive class (Malignant). 
These evaluation metrics closely matched the 
predicted results obtained from the Linear SVM 
model, indicating the effectiveness and consistency 
of the SVM modeling approach. Afterward, the 
output values of each model are compared. In terms 
of accuracy, both the Linear SVM and H-SVM 
models achieved the highest accuracy value of 
98.83%. The RBF SVM model also had a high 
accuracy of 98.24%. The F1-score and Precision 
values showed similar patterns. Moreover, the recall 
values were identical across all three models. In 
comparison to previous studies, this study achieved 
the highest accuracy of 98.83% in accurately 
predicting and diagnosing breast cancer using 
machine learning algorithms. Other studies reported 
accuracies ranging from 97% to 97.2%, which were 
slightly lower. Therefore, the aim of this research to 
enhance the accuracy of breast cancer prediction has 
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been achieved. The implementation of 
hyperparameters is highly recommended to achieve 
optimal or even maximum results. In comparative 
algorithm research, it is also advisable to use 
enhancement techniques such as hyperparameter 
tuning to ensure fair comparisons among different 
algorithms, thus obtaining reliable and unbiased 
results for each algorithm. 

For future research, possible weaknesses of 
the models include the need for evaluation of more 
external data to improve generalizability. 
Addressing these weaknesses can improve the 
models' performance and reliability in breast cancer 
prediction. 
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