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ABSTRACT 
 

This work presents a game-theoretic approach to address the problem of coordination and scheduling of 
aircraft at intersections, with the goal of avoiding conflicts and potential collisions. The proposed algorithm 
enables simple agents to work together in a way that leads to cooperative behaviors, resulting in equilibria 
that improve the overall efficiency of the system. We tested and compared the game-theoretic approach 
with a centralized approach, namely the First-Come-First-Serve (FCFS) principle, using data from 
Mohammed 5 Casablanca airport. The initial results suggest that the game-theoretic model is promising, 
despite its higher complexity. The approach has the potential to improve the overall coordination and 
scheduling of aircraft, leading to a more efficient and safe system. The proposed game-theoretic approach is 
designed to improve the coordination and scheduling of aircraft at intersections, ultimately leading to a 
safer and more efficient system. The approach is shown to be promising in initial testing, offering a 
potentially superior alternative to centralized approaches like FCFS. This research highlights the potential 
benefits of game-theoretic models in addressing complex coordination problems in multi-agent systems. 

Keywords: Agent-Based Modeling, Cooperative Agent, Distributed Computing, Game 
Formalism, Scheduling Of Aircraft 

 
1. INTRODUCTION  
 

 Conflict management and coordination are 
probably the most active fields of research in 
Distributed Artificial Intelligence and more 
particularly in Multi-Agent Systems as mentioned 
earlier in [1]. Many types of coordination 
mechanisms have been designed and developed; 
Some of them use game theory as in [2],[3]. Games 
can be considered the simplest way to model 
conflict situations as shown by H. A. Simon and G. 
Y. Ke et al. [4],[5]. The initial use of mathematical 
game theory in the design of a multi-agent 
coordination mechanism goes back to Rosenschein 
in [6]. A multi-agent coordination mechanism is a 
system in which multiple autonomous agents work 
together to achieve a common goal. In such 
systems, each agent is responsible for a specific 
task and communicates with other agents to ensure 
that the overall goal is achieved. The coordination 
mechanism enables agents to share information, 
synchronize their actions, and resolve conflicts that 

may arise during the course of their activities. One 
of the most important challenges in multi-agent 
systems is to develop effective coordination 
mechanisms that can manage conflicts and ensure 
that agents act in a collaborative and efficient 
manner. Game theory is one approach that has been 
widely used to design such mechanisms. In game 
theory, agents are modelled as players who compete 
or cooperate with each other to achieve their 
objectives. By analyzing the strategies that agents 
can use to achieve their goals, game theory provides 
a way to design coordination mechanisms that can 
manage conflicts and ensure that agents act in a 
coordinated and effective manner. Coordination 
mechanisms based on game theory have been 
successfully used in various applications such as 
transportation, logistics, and robotics. For example, 
in the field of transportation, game theory has been 
used to develop intelligent traffic management 
systems that can optimize the use of road networks 
and reduce congestion. In logistics, game theory has 
been used to design efficient supply chain 
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management systems that can optimize the 
allocation of resources and minimize costs. 
Thereafter, the ever-increasing research in Artificial 
Intelligence has allowed the development and 
implementation of many industrial and commercial 
applications that take advantage of the link between 
agents and game theory in [7]. In the field of airport 
traffic simulation, relatively few publications have 
appeared and only a few are related to the work 
presented here. This shows that, even if the work 
done to formalize and generalize multi-agent 
coordination methods is important, the mechanisms 
are often limited to specific applications. This work 
first presents the problem of coordination of 
simulated airport traffic and more particularly the 
case of conflicts at intersections. Work on a 
distributed coordination mechanism based on 
games and the notion of property is proposed in a 
second step. The implementation of this mechanism 
and the simulation results are presented to conclude. 

2. PROPOSAL OF A GAME-THEORETIC 
MECHANISM BASED ON THE NOTION 
OF PRIORITY 

 
2.1 Behavioral simulation: background 
 

A conflict situation at an intersection can be 
considered a game. A game in [8] is represented by 
a situation in which individuals (the players) must 
choose among several possible actions (strategies) 
in a predefined format (the rules of the game). 
These choices give an outcome to the game (the 
solution), which is associated with a positive or 
negative payoff for each participant. In the context 
of the behavioral simulation of airplanes passing 
through intersections, the players are the planes 
approaching or entering the intersection. The 
possible actions of the players can be to accelerate 
or brake (this is of course a subjective limitation). 
The main characteristic of a coordination 
mechanism in the present context is to constrain 
acceleration. The design of the coordination 
mechanism is then to define the rules and the 
method of resolution. In the case of conflict 
management at airport intersections, as mentioned 
in [9],[10], the rules are those that respect the 
landing and take-off times of the aircraft. However, 
this is far from always being respected, due to the 
numerous causes of delay. So what can be said 
about game theory in the context of airport traffic 
behavioral simulation? On the one hand, the 
assumptions made in game theory in [11] are strong 
and hardly compatible with what we know about 
human behavior. On the other hand, a large part of 
the work done in-game theory concerns the search 

for and study of equilibria to find a solution to 
games. These two remarks are essentially due to an 
assumption that concerns the knowledge of the 
game that the players have. The game theorist as in 
[12] often assumes that all players play the same 
game. This assumption is very difficult to validate, 
and may even be contrary to observable behavior in 
the context of airport traffic. Moreover, the possible 
multiplicity of equilibria can search searching 
computationally expensive. Moreover, since the 
situations of an intersection are highly dynamic, 
which implies a frequent re-evaluation of the 
situation, aircraft have little or no memory, we 
could only consider one-turn games. Moreover, 
aircraft only perceive situations locally; in this case, 
the information is said to be incomplete (many 
works in psychology show that the level of 
resources devoted to the processing of interactions 
is limited and consequently that not all interactions 
can be processed). Similarly, the autonomy of the 
agents imposes a decision-making process that is 
independent of the others (at each cycle, the 
mobiles calculate their actions pseudo-parallel); in 
this case, the information is said to be imperfect. 
Given all these elements, two ideas emerge. First, 
we assume the definition and the choice of our 
resolution criterion and, consequently, the design of 
the matrix modeling the game. Secondly, 
everything related to the behavioral aspect, which is 
not taken into account by the game, is considered 
before the creation of the game. To do so, the 
notion of priority was used because of its primordial 
role for the pilot in his speed regulation strategy. 

 

Figure 1: The three situations involving two airplanes. 

2.2 Priority relationship 
 

The coordination mechanism then takes place in 
three stages. At each cycle, each pilot determines 
(or estimates) the priority relations he has with the 
other aircraft. Then he models, in the form of a 
game, the local situation represented by these 
relationships. Finally, he solves the game. This 
game is static (one turn only) and the dynamics of 
the system are expressed by the potential change of  
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the priority relations (thus of the game) at each 
cycle. The mechanism is distributed and a given 
global situation can be, over time, interpreted 
differently by each aircraft. At this stage, we will 
assume that a pilot knows how to determine the 
priority relations he has with the other players. The 
principle of the al operation is based on a decision 
to be taken by the different agents at each cycle. 
Each player approaching an intersection must first 
determine with which other player he will play, 
then the game he will play. Finally, each player has 
to solve his game, i.e. choose the action that seems 
most interesting. 

2.2.1 Modeling of basic two-player situations 
 

Once the method of resolution is known, let us 
move on to the design of the matrices. To simplify 
we will only consider intersections in X as shown in 
Fig.1. Indeed, intuitively, we can assume that a 
complex intersection is the sum of simple 
intersections. For situations involving two aircraft, 
we note that there are several types of situations. 
These situations modeled by games are matrices of 
size 2 × 2 whose cells are pairs of gains. Each cell 
of the matrix corresponds to an outcome of the 
game, which is a vector of wins. This matrix of 
payoffs is called the strategic form of the game as in 
[13]. As the possible longitudinal actions for an 
airplane are to accelerate or to brake (symbolized 
by the terms Accelerate and Brake), a payoff matrix 
for an n-player game is an n-dimensional matrix of 
size 2n and whose payoff vectors are of size n. This 
implies 32 variables to be determined. An analysis 
not detailed in this paper was performed to consider 
only the necessary variables. An explanation of the 
variables introduced corresponding to the different 
situations/matrices is detailed in [14]. This leads to 
considering 9 variables for all four final matrices, 
with the following constraints: {x1,y1,y2,d1,d2}, 
y3 > y2. We note: Prio(A,B) the priority relation 
such that A has priority over B and ¬Prio(A,B) the 
priority relation such that A does not have priority 
over B. The final matrices for two-player games are 
the following. 

 

 

 

Table 1: Payoff matrix for the two-player game 
¬(Prio(A,B) ∧ Prio(B,A)) 

 
 Brake Accelerate 

Brake (x1,x1) (x3,x0) 
Accelerate (0,x3) (0,0) 

 
Table 2: Payoff matrix for the two-player game 

¬Prio(A,B) ∧ Prio(B,A) 

 
 Brake Accelerate 

Brake (−y2,−y1) (y6,0) 
Accelerate (0,y3) (0,0) 

 
Table 3: Payoff matrix for the two-player game 

Prio(A,B) ∧¬Prio(B,A) 

 
 Brake Accelerate 

Brake (−y1,−y2) (y3,0) 
Accelerate (0,y6) (0,0) 

 
Table 4: Payoff matrix for the two-player game 

Prio(A,B) ∧ Prio(B,A) 
 

 Brake Accelerate 

Brake (−z3 + d1,−z1 + d2) (z1,0) 
Accelerate (0,z1) (0,−0) 

 

According to the perception of the intersection, 
we must consider the fact that the information is 
incomplete: each player does not take into account 
the gains of the others. Thus, a player chooses the 
action that maximizes his payoffs: he sums up the 

payoffs for each action. More precisely, agent  

selects the corresponding decision matrix  
(the same is true for player B).  

Player A selects the strategy SA such that: 

 
Similarly, player B selects his strategy by : 

 
 Two-player situations are now modeled and 

conflicts are handled in a "realistic" way. It is now 
possible to consider multi-player situations. 

2.2.2 Generalization to several players 
When a situation involves three or more players, 

the game matrix modeling is also based on prior 
iterate, For a situation with three players, 6 binary 



Journal of Theoretical and Applied Information Technology 
31st July 2023. Vol.101. No 14 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
5800 

 

relations exist 

. Each three-player game, therefore, corresponds to 

three two-player games  

and there are 64 ( ) possible three-player games. 
The two-player matrices can be aggregated into a 
single three-dimensional matrix whose cells are 
payoff vectors of size 3 as in [15]. Let player A be 

from a set of three players . Player A has 

two priority relationships with player  and also 

two relationships with player . Two relations lead 
to a two-player game among a set of four possible 
games. 

More generally, the aggregation method chosen 
is the sum of wins, and the formula for the n-player 
game is shown below. Assuming a set 

of players, the payoff  of 

the player  for an outcome 

 in an n-player game is 
described by the following  formula: 

 
Once the game is determined, each player must 

choose his strategy according to the previous 
formulation. The method is the same as for two 
players (maximization of the sum of the gains 
relative to each action). This allows us to take into 
account that a player does not perceive the situation 
as a whole but only what is relative in his local 
environment. A player only considers what comes 
from his interactions with the others and does not 
know a priori the nature of the existing interactions 
between two other players. For example, in a three-
player game, each player considers only four of the 
six relationships: those in which he intervenes (for 

𝐴  . Of course, 
with such a lack of information, the solutions of the 
games cannot always be optimal and some cases 
(situations) may lead to accidents. It is then 
necessary to choose the values of the payoffs of the 
two-player matrices to reach certain optimality in 
the resolution of the three-player games. To this 
end, a semi-formal study based on the solution of 
systems of in equations was carried out using the 
Scilab1 software [16]. For the three-player games, 
the values retained are such that only 6 interlocking 
cases out of 64 possible cases appear (Fig. below). 

Table 5: Payoff matrix for the two-player game 
¬Prio(A,B) ∧¬Prio(B,A) 

 
 Brake Accelerate 

Brake (1,1) (1,0) 
Accelerate (0,1) (0,0) 

 
Table 6: Payoff matrix for the two-player game 

Prio(A,B) ∧¬Prio(B,A) 

 
 Brake Accelerate 

Brake (−1,−6) (2,0) 
Accelerate (0,1) (0,0) 

 
Table 7: Payoff matrix for the two-player game 

¬Prio(A,B) ∧ Prio(B,A) 

 Brake Accelerate 

Brake (−6,−1) (1,0) 
Accelerate (0,1) (0,0) 

 
 

Table 8: Payoff matrix for the two-player game 
¬Prio(A,B) ∧ Prio(B,A) 

 

 Brake Accelerate 

Brake (0,−6) (1,0) 
Accelerate (0,1) (0,0) 

 

The same approach can be performed for n-
player games. These theoretical results are being, a 
mechanic based on these games has been realized 
and applied to the simulation model. 

3. APPLICATION TO BEHAVIORAL 
TRAFFIC SIMULATION 
(IMPLEMENTATION OF THE 
MECHANISM IN THE TRAFFIC 
SIMULATION TOOL) 

 
As mentioned by J. Teran et al. in [17] 

implementing a multi-agent coordination 
mechanism in a pseudo-parallel discrete-time 
simulation model involving a large number of 
agents, some of which may be human, is not trivial. 
First of all, because the agents must interpret their 
environment and act together at the same time, and 
because a software agent and a human agent do not 
communicate in the same way, this implies 
important constraints. Let us consider the different 
steps of coordination, by using games, of the 
actions of an agent with those of the others at an 
intersection. Each agent first estimates whether 
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there is a game or not, i.e. whether it determines 
itself as a player for a game related to its 
intersection. Then, the player agent searches for 
other agents” linked” to the same intersection. Next, 
the player determines whether he is an active player 
(i.e., whether he will actively take part in the game 
during the current simulation step). If he is an active 
player, the agent determines the priority 
relationships he has with other players and players 
who may participate in his game, which determines 
the game he will play. Finally, the agent solves me 
and acts on the solution found. Before the actual 
game, steps related to perception are necessary as in 
[18],[19]. For example, to know if another agent is 
a potential player for his game, an agent must 
estimate if he and the other are at the same 
intersection. To reduce the computation time, each 
agent determines the intersection on which it plays 
and makes the information available to its 
associates. But this information is only available to 
them at the next simulation step, which can 
introduce a lag in the games played by the different 
agents. Following this, each player determines if he 
takes an active part in the game during the current 
cycle of the simulation by estimating his situation 
vis-`a-vis the other players. Indeed, the fewer active 
players there are, the faster the calculation is; if a 
player is momentarily blocked by another, it is 
useless for him to play to calculate an acceleration 
that will be zero anyway. Next comes the 
determination of priority relations as discussed in 
[20], which is an essential step because it is on this 
step that the proper functioning of the coordination 
mechanism largely depends since it gives rise to the 
game that will be played by the agent during the 
current cycle. This is the stage that requires the 
most computation since it is mainly based on the 
interpretation of the local environment: passing 
numerical information into symbolic information. 
This information is then processed to obtain the 
different priorities which are finally aggregated 
[21]. Once the active players are known and the 
associated priority relations are also known, an 
active player determines the player’s likelihood to 
participate in his game. At this point, we should 
specify that for speed and simplicity, and to be 
more in line with real traffic [22], only three other 
mobiles at most are considered. When the players 
and the priority relations are established, the agent 
then has the two-player matrices. All that remains 
for the agent to do is to create its n-player game and 
solve it. The final matrix, which is, in theory, the 
aggregation of the two-player matrices, is not 
explicitly computed by the agent; the agent can, by 
computational trickery, directly obtain the solution. 

Indeed, knowing that the resolution method only 
takes into account the payments relative to the agent 
and that the payments relative to the action Brake 
are always zero Fig.3, the agent only makes the sum 
of the payments relative to the action Accelerate. If 
this sum is positive, he chooses the latter strategy, 
otherwise, he chooses the Brake strategy as in [23]. 

4. VALIDATION: FIRST RESULTS 
 

In this chapter, we present the results obtained by 
applying the model obtained to our problem on data 
from the Mohammed 5 Casablanca airport. The 
simulator has been implemented in JAVA language 
and the experiments have been done on a machine, 
core i7 2.9 GHz and 16 GB of memory and using 
the GamBit tool [24]. Our validation successively 
focuses on the computation time-memory space 
requirements, and the speed of airplanes when 
approaching intersections. 

4.1 Experimental evaluation of computing time 
and memory requirements 

 

Despite the simplicity of our example, we can see 
that the size of the state space is not negligible. The 
complexity is given by the formula [2n2A ∗ 2v], 
where A represents the number of aircraft and v is 
the number of channels. Fig. 2 shows the evolution 
of s as a function of the size of the environment. 

Therefore, an evaluation in terms of 
time/memory complexity [25] Fig.3 shows that as 
the number of agents increases, so does the required 
memory space or the time in the worst case. 
However, we consider that given the number of 
agents (i.e. number of players playing the same 
game) directly in conflict, the mechanism gives 
satisfactory results. 

 

Figure 2: Evolution of the state space as a function of the 
number of airplanes/lanes. 
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Figure 3: Computational complexity of the distributed 
mechanism. 

To avoid any subjective evaluation, we compare 
the obtained solution with the one resulting from a 
centralized FCFS (first-come-first-served) control, 
considered here as an optimal bound for the relaxed 
problem. Thus, we notice that the construction of 
the matrices and the search for equilibrium increase 
considerably the computation time and the size of 
the required RAM, see Table 9. Specifically, we 
observe that the computation time measured for our 
algorithm is on average 1.5 times higher than that of 
the centralized approach. 

 

Figure 4: Comparison between the game theory and the 
FCFS method according to the number of steps needed to 

reach the objective. 

 

Similarly, the space requirement is approximately 
4 to 5 times higher than the reference approach. 

 

 

 

 

 

 

 

 

Table 9: Memory used (MB) and computation time 
(sec) for different numbers of objects, different sizes 

of the environment, and 3 agents. 

 
 

way
s 

Memory 
 

Time 

FCF
S 

TJ 
FCF

S 
TJ 

2 
Aeroplan

es 

2 
way

s 
10.9 

15.  
6 

42 70 

3 
way

s 
16 

50.  
3 

162 
23
7 

4 
way

s 
24 150 446 

65
9 

5 
way

s 
90 400 118 

17
9 

3 
Aeroplan

es 

2 
way

s 
9 

30.  
2 

94 
16
0 

3 
way

s 
23.7 100 390 

51
0 

4 
way

s 
60.3 

285.
6 

100 
15
0 

5 
way

s 
172 

720.
5 

250 
42
0 

4 
Aeroplan

es 

4 
way

s 
14.4 50.7 260 

34
0 

5 
way

s 
51.3 

196.
2 

802 
11
8 

6 
way

s 

112.  
3 

560.
2 

203 
36
0 

 
4.2 Evaluation of the agents’ joint policies 
 

As shown in fig.4 below, we have illustrated the 
change in the number of steps for both the old and 
the new methods, it is clear that the number of steps 
is about the same for both methods despite the 
change of the environment dimension. 
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4.3 Evaluation of aircraft speed on approach to 
intersections 

The second validation concerns the speed of 
aircraft approaching an intersection [26]. For this, 
two aircraft arriving at an intersection must be 
considered, with one aircraft having priority over 
the other. The simulation results were compared to 
those of a centralized FCFS method Fig.5. 

 

 Figure 5: Average speeds at an X-intersection by a 
priority aircraft in the presence of another non-

priority mobile. 

5. CONCLUSION 
 

This study aimed to investigate the potential of 
using cooperative games to coordinate a multi-agent 
system. The problem of coordination was identified 
as a challenging task, and we demonstrated the 
effectiveness of their approach through an 
illustrative example involving two airplanes at an 
intersection in an X-shaped pattern. The results of 
this model, coupled with the notion of Nash 
equilibrium, were found to be comparable, if not 
better, than a centralized approach. Looking 
forward, we plan to extend this research in two 
directions. In the short term, they aim to apply this 
model to a larger number of agents to test its 
scalability. In the medium and long term, they 
propose to evaluate the robustness of their approach 
in more complex intersections. Overall, this 
research contributes to the ongoing efforts to 
develop effective coordination mechanisms for 
multi-agent systems. By demonstrating the potential 
of cooperative games and Nash equilibrium in this 
context, this study offers insights into the design 
and implementation of distributed coordination 
mechanisms that are scalable and efficient. As such, 
it has implications for a wide range of real-world 

applications, including traffic management, 
logistics, and supply chain management. 
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