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ABSTRACT

The number of opinions that appear can give rise to many perceptions, it is difficult to know the tendency of opinions from the many comments, not only positive perceptions but also negative perceptions including opinions regarding the emergence of a new variant of the Coronavirus. The number of new variants ranging from Alpha to Omicron has resulted in a decrease to an increase in COVID-19 cases, which requires the government to make various policy strategies. All forms of policy changes and these conditions create uncertainty that makes people feel afraid and worried about uncertain conditions. The purpose of conducting a sentiment analysis is to find out public opinion regarding the new variant of Covid-19 more generally and to determine the level of accuracy obtained using the BERT text representation, the CRISP-DM framework and the Naïve Bayes method. The result of this sentiment analysis is that the perception of the Indonesian people towards the new variant of Covid-19 (omicron) tends to be neutral with a percentage of 27.65% (553), followed by a negative percentage of 7.6% (76), and a positive percentage of 64.75% (1295) from 2000 tweet data. From the results of testing the accuracy values obtained by BERT and the Naïve Bayes model regarding the perception of the Indonesian people towards the new variant of Covid-19 (omicron) with a comparison of training data and test data in testing using a confusion matrix with both training data and test data comparisons being 80:20 get 77% accuracy for Naïve Bayes, 82% accuracy for Support Vector Machine, and 90% accuracy for Random Forest.
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1. INTRODUCTION

1.1 Introduction

Coronavirus Disease 2019 (COVID-19) is an infectious disease caused by Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). SARS-CoV-2 is a new type of coronavirus that has never been previously identified in humans (e.g [1]).

The development of Covid-19 cases in Indonesia has decreased with a total of 9,018 active cases as of November 14 2021. However, WHO announced that a new variant of the corona, Omicron, had been detected in Africa and Indonesia (e.g [2]).

In Indonesia, new subvariants Omicron BA.4 and BA.5 have been detected starting in early June 2022 which have a low morbidity rate in patients who are confirmed positive (e.g [3]). According to Siti Nadia Tarmizi, the number of patients who confirmed the new omicron variant was 3,161 cases (e.g [4]).

According to the Ministry of Health, the general symptoms of Covid-19 are fever 38°C, dry cough and shortness of breath. About 80% of cases recover without needing special treatment. About 1 out of every 6 people will develop pneumonia or difficulty breathing, which usually comes on gradually (e.g [5]).

With the advent of Omicron, there have been many pros and cons responses so that this conversation has become a trending topic on Twitter. This opinion gives many perceptions in the form of positive and negative sentiments (e.g [6]).

An example of a tweet from people's anxiety, namely please, if you are still traveling abroad, it's better not to return to Indonesia first, whose economy is still affected by Covid-19, don't add to it
a lot, if you have money, you know yourself, if you can help the affected economy there, no problem.

Therefore, the government made various policy strategies such as limiting the movement of people's activities from home or work from home (WFH), transmitting reduced economic growth (e.g [7]). This has an impact on people feeling afraid and worried about Covid-19 (e.g [8]).

From comments on Twitter with the hashtags #coronavirus, #CoronaOmicron, and others, it is difficult to know the trend of opinion with sentiment analysis. Sentiment analysis is a way of gathering public opinion with social networks which contain public services, current issues (e.g [9]).

In this thesis, positive sentiment analysis is awareness of the Covid-19 variant and negative sentiment analysis is an attitude that lowers one's value (e.g [10]). With sentiment analysis one can find out someone's opinion on related issues (e.g [11]). The results of this analysis can be seen the tendency of Indonesian people towards Omicron.

1.2 Identification of Problems
1. How to do a sentiment analysis that can find out public opinion regarding the new variant of Covid-19 using text mining with BERT as the text representation?

1.3 Research Objectives and Benefits
Based on the background of the problem and the formulation of the problem mentioned earlier, here are the objectives of this research:

1. Conduct a sentiment analysis that can find out public opinion regarding the new variant of Covid-19 more generally which will be classified into positive, negative and neutral sentiments using the BERT text representation, the CRISP-DM framework using the Naive Bayes, Support Vector Machine and Random Forest methods.

Research benefits from this research:

1. Research results in the form of positive, neutral, and negative sentiments can be used for knowledge as a reference in analyzing public perceptions of the new variant of Covid-19.

2. The results of the study can be used as a reference in further research regarding the perception of the Covid-19 variant.

2. LITERATURE REVIEW
This study uses a systematic literature review methodology based on several references from domestic and international publications. Research questions are used to determine the objectives that must be carried out in this study. Bert Text Representation is the latest text mining method with weighted words that can be read not only from left to right but also from right to left. Bert is also a new method invented by Google. With the new word weighting, which method is suitable for Bert's sentiment analysis? The data analyzed is the opinion of the Indonesian public on Twitter, which discusses the new variant of COVID-19, namely Omicron, where data collection is carried out using the web scraping technique on Twitter, which is a developer method on Twitter. After the weighting of the words was carried out, the researcher conducted a sentiment analysis using the Naive Bayes, SVM, and Random Forest classification algorithms. The output of sentiment analysis is positive, neutral, and negative sentiment, depending on the level of accuracy of the method applied.

2.1 Covid-19
Coronavirus Disease 2019 (COVID-19) is an infectious disease caused by Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). SARS-CoV-2 is a new type of coronavirus that has never been previously identified in humans. There are at least two types of coronavirus that are known to cause diseases that can cause severe symptoms such as Middle East Respiratory Syndrome (MERS) and Severe Acute Respiratory Syndrome (SARS). Common signs and symptoms of COVID-19 infection include symptoms of acute respiratory distress such as fever, cough and shortness of breath. The average incubation period is 5-6 days with the longest incubation period being 14 days. In severe cases of COVID-19 it can cause pneumonia, acute respiratory syndrome, kidney failure, and even death (e.g. [12]).

On December 31, 2019, the WHO China Country Office reported a case of pneumonia of unknown etiology in Wuhan City, Hubei Province, China. On January 7, 2020, China identified the case as a new type of coronavirus. On January 30, 2020 WHO declared the incident a Public Health Emergency of International Concern (PHEIC) and on March 11, 2020, WHO had declared COVID-19 a pandemic (e.g. [12]).

2.2 Text Mining
Text mining is the process of exploring and analyzing large amounts of unstructured text data assisted by software that can identify concepts, patterns, topics, keywords, and other attributes in the
data. This is also known as text analysis, although some people draw a distinction between the two terms (e.g. [13]).

The stages of Text Mining are as follows:

1. **Case Folding**
   Converts all letters in the document to lowercase. In this stage, characters other than letters are also removed.

2. **Tokenizing**
   Cut each word in a sentence or parse it by using a space as a delimiter which will generate a token in the form of a word.

3. **Filtering**
   Filtering words obtained from the tokenizing process that are considered unimportant or have no meaning in the text mining process which is called a stoplist. Each word obtained from tokenizing will be matched in the stopword dictionary in the database, if the word matches one of the words in the stopword then the word will be removed, while those that do not match will be considered suitable and processed to the next stage.

4. **Stemming**
   Returns the words obtained from the filtering results to their basic form, removes the prefix and the final suffix (suffix) so that the basic word is obtained.

5. **Tagging**
   Change the word in the past tense (past tense) into the present tense (future tense).

6. **Analyzing**
   The relationship between words in the document will be determined by calculating the frequency of terms in the document or more commonly known as the weighting stage.

### 2.2.1 Sentiment Analysis

Sentiment analysis is the extraction of information from text data sources to detect positive or negative views of an object. Usually applied to identify trends in public opinion on a product or company (e.g. [14]). Sentiment analysis is a process to extract, understand, process data in the form of unstructured text automatically to get sentiment information contained in a sentence or opinion (e.g. [15]).

### 2.3 Text Representation

Text representation is the stage of converting text data into a representation that is easier to process. One approach to text representation is to use a document matrix or what is commonly called a Document Term Matrix. The rows in the matrix represent the documents used, while the columns in the matrix contain words, phrases or other indexing units in a document that are used to determine the context of the document (terms) (e.g. [16]).

#### 2.3.1 Binary Representation

Binary classifications are often required to have fairness in the sense of being less discriminatory with respect to features considered sensitive, e.g. races (e.g. [17]). In the field of information extraction and retrieval, binary classification is the process of classifying a given document/account based on a predefined class. Sockpuppet detection is based on binary, where a given account is detected to be either sockpuppet or non-sockpuppet. Sockpuppets have become a significant problem, where someone can have a false identity for certain purposes or malicious use. Text categorization is also done by binary classification.

This study synthesizes binary classification which discusses various approaches to binary classification (e.g. [18]).

#### 2.3.2 TF-IDF

According to R. Mahendrajaya, G. A. Buntoro and M. B. Setyawan (e.g. [19]), Term Frequency Inverse Document Frequency or commonly referred to as TF-IDF is an algorithm used to measure the weight of each word in a document or even a set of documents. The weight will represent the importance of a word in the document, the greater the weight value, the more important the role of the word in forming a document. The TF-IDF approach presents text with table spaces where each feature in the text corresponds to a single word. TF (Term Frequency) will calculate the frequency of occurrence of a word and compare the number of all words in the document, following equation 16 is used to calculate TF (Witten & Frank, 2016). The TF-IDF approach presents text with table space in each features in the text correspond to a single word. TF (Term Frequency) will calculate the frequency of occurrence of a word and compare the number of all words in the document, following equation (1) is used to calculate TF (e.g. [19]).

\[
\text{tf}(i) = \frac{\text{Freq } (t_i)}{\sum \text{Freq } (t)}
\]  

Information:

tf(i) : the Term Frequency value of a word in a document.

Freq (ti) : frequency of occurrence of a word in a document.

\( \sum \text{Freq } (t) \) : total number of words in the document.
2.3.3 Bidirectional Encoder Representations from Transformers (BERT)

BERT is a large-scale language pre-training model released by Google based on bidirectional transformers. The BERT model aims to train word representation using a two-way converter by adjusting the context on the left and right sides of all layers. Thus, the use of BERT can help prevent ambiguity in a word that results in entity recognition errors (e.g. [20]).

BERT stands for Bidirectional Encoder Representations from Transformers. In Indonesian it means two-way encoder representation. BERT is useful for processing two-way representations in anonymous text by combining the right and left sides of a context in all parts. As a result, by making slight modifications or changes to the processed BERT model, it can produce or solve various existing problems. For example, it provides answers to the questions given and concludes a command/language without adding any other settings. BERT has advantages in terms of practicality (simple) and great observation capabilities. This advantage resulted in BERT being able to understand 11 programming command languages, thereby increasing the GLUE value by 7.7% to 80.5%, MultiNLI increasing by 4.6% to 86.7%, the SQuAD v1.1 value to 93.2 and the SQuAD v2.0 Test F1 value being 83.1 (e.g. [21]).

2.3.4 Word2Vec

Word2vec is a new tool developed by Thomas Mikolov. Word2vec can process words from very large datasets in a relatively short time with better accuracy values compared to previous tools. The way this tool works is by taking the corpus text as input, then producing a vector representation of each word in the text corpus as output. The resulting vector files can be used for research on natural language processing and machine learning applications. The word vector can also be used to measure the proximity between other word vectors. Word2vec has two modeling architectures that can be used to represent word vectors, the architectures are continuous bag-of-word (CBOW) and Skip-gram (e.g. [22]).

\[
idf(t) = \log \frac{|D|}{|d: t \in d|} \quad (2)
\]

Information:
idf(t) : the Inverse Document Frequency value of a word (t) throughout the document.
|D| : the total number of documents.
|d: t \in d| : the number of documents containing the word (t).

2.4 Web Scraping

Web scraping is the process of retrieving a semistructured document from the internet, generally in the form of Web pages in a markup language such as HTML (HyperText Markup Language) or TML (Extensible Hyper Text Markup Language), and analyzing the document to retrieve certain data from the page. to be used for other purposes (e.g. [23]).

The purpose of a web scraper is to find certain information and then collect it in a new web. Web scraping focuses on getting data by retrieval and extraction (e.g. [24]).

2.5 Naïve Bayes

Naïve Bayes is a probabilistic classification technique based on Bayes' theorem which assumes that there is no relationship between each other between attributes or the presence or absence of certain characteristics in a class that has nothing to do with the characteristics of other classes (e.g. [25]). In addition, Naive Bayes can also be interpreted as an algorithm that can classify a certain variable using probability and statistical methods. Broadly speaking, the Naïve Bayes algorithm can be explained as equation below (e.g. [26]).

\[
P(R|S) = \frac{P(R)P(S|R)}{P(S)} \quad (4)
\]

Information:
R: Class unknown data
S: Hypothesis on data R which is a special class
P(R|S): The probability value on the hypothesis R based on the condition S
P(R): The probability value on the hypothesis R
P(S|R): The probability value of S based on the hypothetical condition
P(S): S probability value

2.6 Support Vector Machine

Support vector machine (SVM) are a class of linear algorithms that can be used for classification, regression, density estimation, novelty detection, and other applications. In the simplest case of two-class classification, Support Vector Machine has a hyperplane that separates the two data classes by as wide a margin as possible. leads to good generalization accuracy on invisible data, and supports special optimization methods that allow Support Vector Machine to learn from large amounts of data (e.g. [27]).

Classification problems can be translated by trying to find a line (hyperplane) that separates the two classes. In Figure 2.4, it can be seen that the pattern is from two classes, namely +1 and -1. Patterns belonging to class -1 are symbolized by red (squares), while patterns in class +1 are symbolized by yellow (circles). Various alternative lines of
separation (discrimination boundaries) are shown in Figure 2.1 (e.g. [28]).

\[ y(x) = w^T \phi(x) + b \] (5)

where \( x \) is the input vector, \( w \) is the weight parameter, \( \phi(x) \) is the basis function, and \( b \) is a bias.

2.7 Random Forest

Random forest is a bagging method, which is a method that generates a number of trees from sample data where the creation of one tree during training does not depend on the previous tree then decisions are taken based on the most votes (e.g. [29]).

The RF algorithm has been widely applied in various fields such as predicting the management of social media comments (e.g. [30]). The Random Forest algorithm uses averaging to improve prediction accuracy and control over fitting. The sub-sample size is controlled with the max samples parameter if bootstrap=True (default), otherwise the entire data set is used to construct each tree (e.g. [31]).

When using Random Forest for data classification, the Gini Index formula as shown in the equation is used to decide how the nodes in a decision tree branch (e.g. [32]). This formula uses class and probability to determine the Gini of each branch on a node, determining which branch is more likely to occur.

\[ Gini = 1 - \sum_{i=1}^{C}(pi)^2 \] (6)

where \( pi \) represents the relative frequency of the observed classes in the data set and \( C \) represents the number of classes. In addition to Gini, entropy is also often used in determining how nodes branch in a decision tree. The formula for entropy is in Eq.

\[ Entropy = \sum_{i=1}^{C} - pi \cdot \log_2 (pi) \] (7)

Entropy uses outcome probabilities to make decisions about how nodes should branch. Unlike the Gini index, this index is more mathematically intensive because of the logarithmic function used to calculate it.

2.8 Confusion Matrix

Confusion matrix is one method that can be used to measure the performance of a classification method. Basically the confusion matrix contains information that compares the results of the classification carried out by the system with the results of the classification that should be (e.g. [33]). The confusion matrix is depicted by a table that states the number of test data that is correctly classified and the number of test data that is incorrectly classified.

<table>
<thead>
<tr>
<th>Prediction</th>
<th>True Value</th>
<th>False</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Correct Result</td>
<td>Unexpected Result</td>
<td></td>
</tr>
<tr>
<td>False</td>
<td>FN</td>
<td>TN</td>
</tr>
<tr>
<td>Missing Result</td>
<td>Correct Absence of result</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Confusion Matrix

Based on the Confusion Matrix table above, it can be explained as follows:

1. True Positives (TP) is the number of positive data records classified as positive values.
2. False Positives (FP) is the number of negative data records classified as positive values.
3. False Negatives (FN) is the number of positive data records classified as negative values.
4. True Negatives (TN) is the number of negative data records classified as negative values.

2.9 CRISP-DM

CRISP-DM (Cross-Industry Starndard Process for Data Mining) which was developed in 1996 by analysis from several industries such as Daimler Chrysler, SPSS and NCR. CRISP-DM provides standardized data mining processes as a general problem solving strategy of a business or research unit. CRISP-DM is a method that can be applied to general problem solving strategies as well as a methodology that provides a standard for data mining (e.g. [34]). The following are the steps in the Cross-Industry Standard Process for Data Mining (CRISP-DM) method:
1. Understanding Business (Business Understanding). This stage is the stage of understanding the object of research carried out.
2. Understanding Data (Data Understanding). At this stage the researcher aims to collect, identify, and understand the data they have. The data must also be verifiable.
3. Data Collection (Data Collection). At this stage the researchers took the data in the form of tweet data.
4. Data Preparation (Data Preparation). The data preparation stage can be referred to as the pre-processing stage. This stage is a process to prepare clean data that is ready to be used for research.
5. Modeling (Modeling). At this stage a model is made using a classification for the tweet dataset that has been processed through the pre-processing stage.
6. Evaluation. At this stage, an evaluation of the classification method will be carried out by measuring performance using a confusion matrix against the algorithm.
7. Conclusion and Suggestions At this stage, the conclusions that have been obtained during this research will be given and provide suggestions for further research that will be carried out by other researchers.

3. RESEARCH METHODS

In this study, using the Naive Bayes Method, Support Vector Machine, and Random Forest using BERT Text Representation through the CRISP-DM methodological approach, which is a standard process cross-industry open for data mining, this method is the most used because its application is quite effective and has steps applicable (easy to apply). This research is development research using different word weights, which in this study uses BERT text representation. Through this research, the researcher wants to know which method produces a better value. In addition, researchers wish to show what factors are taken into account when deciding on government policy in light of the Covid incident that was brought on by Twitter social media. The following are the steps of the CRISP-DM methodology.

3.1 Business Understanding

This stage is an understanding stage related to the purpose of conducting research on Identification of Public Perceptions of the New Variant of Covid-19 (Omicron) in Indonesia Using the Naive Bayes Algorithm and the BERT Method. Following are the steps in Business Understanding.

1. Determination of the objectives of the project and the detailed requirements of the scope of the sentiment analysis system work process.
2. Translating the objectives and scope into a formula for data mining problems.
3. Prepare an initial strategy to achieve the goal.

3.2 Data Understanding

At this stage the researcher aims to collect, identify, and understand the data they have. Following are the steps in Data Understanding.

1. Collecting tweet data contained in social media twitter.
2. Develop data investigation analysis to get to know more about the data and search for the knowledge base.
3. Conducting data evaluation, checking data and cleaning invalid data or data cleansing process.

3.3 Data Collection

At this stage the researchers took tweet data on Twitter social media on January 21, 2021 by means of web scraping. The data obtained is a collection of data related to opinions about the new variants in Indonesia obtained using web scraping.

![Figure 2. Flowchart Web Scraping](image)
3.4 Data Preparation
After inputting the dataset, then the data that has been obtained is given sentiment or labeling, after that the data will enter the data preprocessing stage. In Figure 3 is the flow of the preprocessing process.

3.5 Modelling
At this stage a model is made using a classification for the tweet dataset that has been processed through the pre-processing stage. At this stage enter the modeling stage, where the data that has been prepared, cleaned, and labeled will be entered into the model. Following are the steps in Modeling.

1. Selecting a method for sentiment analysis
2. Import library related to sentiment analysis
3. Creating a python program for BERT and sharing datasets. After the dataset goes through the preprocessing process, it is divided into two, namely train data and test data, then it will go through the BERT Tokenizer process using the Transformer & Bert Model. In Figure 4 is the BERT process flow.

3.5 Modelling
At this stage a model is made using a classification for the tweet dataset that has been processed through the pre-processing stage. At this stage enter the modeling stage, where the data that has been prepared, cleaned, and labeled will be entered into the model. Following are the steps in Modeling.

1. Selecting a method for sentiment analysis
2. Import library related to sentiment analysis
3. Creating a python program for BERT and sharing datasets. After the dataset goes through the preprocessing process, it is divided into two, namely train data and test data, then it will go through the BERT Tokenizer process using the Transformer & Bert Model. In Figure 4 is the BERT process flow.

**Figure 3. Flowchart Preprocessing**
After the data that has been obtained is given a sentiment, after that the data will enter the data preprocessing stage. The following are the steps carried out at the data preprocessing stage as follows:

1. Case Folding, converts all letters in the document to lowercase.
2. Tokenizing, cutting each word in a sentence or parsing it by using a space as a delimiter which will produce a token in the form of a word.
3. Filtering, filtering words obtained from the tokenizing process that are considered unimportant or have no meaning in the text mining process called a stoplist.
4. Stemming, returning the words obtained from the filtering results to their basic form, removing prefix and suffix so that the basic word is obtained.

**Figure 4. Flowchart BERT**
4. Making a python program for nave bayes. After the data goes through the Transformer & Bert Model process which results in BERT encoding. Furthermore, the dataset will be processed with the Multinomial Nave Bayes Algorithm, Support Vector Machine, and Random Forest. The output of this classification results in the form of predictions.
5. Calibrate settings to get maximum results.
6. Can return to the data processing phase if needed.

3.6 Evaluation
At this stage, an evaluation of the classification method will be carried out by measuring performance using a confusion matrix. Following are the steps in Evaluation.

1. Evaluating the results of BERT and all classification that has been carried out will be used as an actual calculation that includes the calculation of the value of accuracy, precision, and F1-Score which is then used as a percentage using a confusion matrix.

2. Determine whether the model results are in accordance with the initial goal.
3. Determine whether there are important business or research issues that are not being handled properly.
4. If necessary repeat back into the stage of Business Understanding.

3.7 Conclution and Recommendation
At this stage, the conclusions that have been obtained during the research will be carried out. The results of the classification are in the form of sentiment analysis of the classification of the new Covid-19 variant on Twitter, as well as providing suggestions for further research that will be carried out by other researchers.

4. RESULT AND DISCUSSION
4.1 Business Understanding
The Business Understanding stage focuses on understanding the goal, namely conducting experimental research on how to classify sentiments containing the word "omicron" on Twitter social media. Then Twitter data was collected which took 2000 tweets on January 21, 2021 using the Twitter API.

4.2 Data Understanding
The data used in this study were taken from the twitter portal. The data obtained is a collection of data related to the new variant of covid-19 (omicron) obtained by using web scraping.
4.3 Data Collection
The data scraped in this study is tweet data related to the new variant of covid-19 (omicron). The data used are tweets containing the keywords “#omicron”, “omicron di indonesia”. The data obtained is made into an .xlsx file with a total of 2000 tweet scraping data.

4.4 Data Preparation
1. Case Folding
Not all text documents are consistent in using capital letters. Therefore, the role of case folding is needed to convert the entire text in the document into a standard form (lowercase or lowercase). Characters other than letters will be omitted. For example, users who want to get information about “OMNICRON” and type “OmNicRon”, “Ommicron”, or “omnicron” are still given the same retrieval result, namely “omicron”.

2. Tokenizing
The tokenizing stage is used to separate the sentences in the string into single word pieces. For example, whitespace characters, such as enter, tabulation, space are considered as word separators. However, for single characters ('), period (.), semicolon (;), colon (:), or others, it can have quite a lot of role as word separators.

3. Filtering
At this stage, the disposal of words that are less important or words that often appear (Stopwords), such as connecting words and adverbs that are not unique words, for example "nya", "rt", "pada", and so on.

4. Stemming
Stemming stage is the process of removing affixes, prefixes, suffixes which aim to change the words according to the basic words.

4.5 Modelling
1. Sentiment Analysis With BERT and Naïve Bayes Classification
The previously trained data set will perform Bert Tokenizer Using Transformer & Bert Model. The process starts by loading the train data into the BERT model. After that the data is classified with Support Vector Machine and produces the following accuracy and confusion matrix.

2. Sentiment Analysis With BERT and Random Forest Classification
The previously trained data set will perform Bert Tokenizer Using Transformer & Bert Model. The process starts by loading the train data into the BERT model. After that the data is classified with Random Forest and produces the following accuracy and confusion matrix.

4.6 Evaluation
The Evaluation stage is the stage of the model evaluation report using the Confusion Matrix to measure the performance of the Naïve Bayes classification, Support Vector Machine, Random Forest. Calculations to determine Accuracy, Recall Negative, Recall Positive, Precision Negative, and Precision Positive.

![Figure 7. Result Accuracy Naïve Bayes](image7)

![Figure 8. Result Confusion Matrix Naïve Bayes](image8)

![Figure 9. Result Accuracy Support Vector Machine](image9)
4.7 Conclusion and Recommendation

From the output, the accuracy of various classifications is obtained, namely Naïve Bayes accuracy of 77%, for Support Vector Machine (SVM) accuracy of 82%, and for Random Forest an accuracy of 90%. Of the 2,000 tweet data, 64.75% (1295) received positive sentiment labels, 27.65% (553) neutral sentiment labels, and 7.6% (152) negative sentiment labels from the results of the sentiment analysis done. From the description, it can be concluded that public sentiment regarding the new variant of Covid-19 (Omicron) tends to be positive.

In the results of the naïve Bayes method accuracy of 77% in sentiment analysis on tweets against the new variant of Covid-19 Omicron has 48 tweets of negative sentiment, 19 tweets that are classified correctly and prediction errors on negative reviews 21 tweets, 8 tweets neutral. Meanwhile, there were 208 positive tweets, 197 correctly classified reviews and 11 neutral tweets. This means that tweets on Twitter regarding the new variant of Covid-19 Omicron tend to be positive.

In the results of the Support Vector Machine (SVM) method accuracy of 82% in sentiment analysis on tweets against the new variant of Covid-19 Omicron has 10 tweets of negative sentiment that have been classified correctly. Meanwhile, there are 305 positive tweets, 252 tweets that have been classified correctly and 15 tweets with prediction errors and 38 tweets with neutral reviews. This means that the resulting tweets tend to be positive towards the new variant of Covid-19 Omicron.

In the results of the accuracy of the Random Forest method of 90% in sentiment analysis on tweets against the new variant of Covid-19 Omicron has 20 tweets of negative sentiment that have been classified correctly. Meanwhile, there were 287 positive tweets, 255 correctly classified tweets and 6 tweets of prediction errors and 26 tweets of neutral reviews. This means that the existing tweets tend to be positive about the new variant of Covid-19 Omicron.

5. CONCLUSION

Based on the research that has been done, the following conclusions were obtained:

1. Based on the results of the analysis of public sentiment regarding the perception of the Indonesian people towards the new variant of covid-19 (omicron) tends to be positive with a percentage of 64.75%.

2. From the results of testing the accuracy value obtained by bert and naïve bayes, support vector machine, and the random forest model regarding the perceptions of the Indonesian people towards the new variant of covid-19 (omicron) with a comparison of training data and test data in the second test comparison of training data and test data is 80:20 get 77% accuracy. For the support vector machine model, an accuracy of 82%. And for the random forest model, it gets an accuracy of 90%.

3. From the results of the research above, it can be said that sentiment analysis research with text representation is using the random forest method.

4. The data is taken from the Twitter social media, and there are many additional
words, especially those that are popular on Twitter, words or phrases that are often abbreviated, and the word is not standard so that the words can be detected.

5. From the overall results of the sentiment analysis, the sentiment of the Indonesian people towards the new variant of Covid-19 Omicron tends to be positive. From the results of this sentiment, it can be used as input for the government to further educate the public regarding Covid-19 in terms of early treatment, symptoms, and responses that must be made when experiencing Covid-19 symptoms through various advertisements, one of which is social media Twitter because many people use it. Those platforms.
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