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ABSTRACT 
 

For many years, practically all industries, from business to education, have used electronic mail for either 
personal or corporate communication. Spam, often known as unsolicited email, can be used to harm any user 
and computing resource by stealing important data. Email conversations frequently involve sensitive and 
private information. Emails are therefore useful to scammers since they able to use these facts for bad 
purposes. The primary goal of the attacker is obtaining personal data through deception email recipients into 
opening malicious links or downloading attachments. Cyberthreats have grown significantly during the past 
few years. The most common cybercrime that makes use of spam emails as a tool is phishing.  Email phishing 
has caused significant identity and financial losses. Spam detection and filtering is a critical and important 
problem. There are numerous strategies that can be utilized to counter email spam. No technique has, 
however, been shown to be particularly successful. Some approaches, such as applying machine learning, 
have a very high potential for minimizing the issues with email phishing.  Reviewing filtering mechanisms, 
particularly those used in email, is crucial for understanding how they work and for spotting potential 
problems. Based on predetermined criteria, a number of papers on spam email were acquired from various 
digital sources. The most relevant papers that had just been released were chosen. Many researchers are 
interested in the methods used to filter spam and emails. One of the most significant and well-known methods 
for identifying and preventing spam is email filtering. These approaches have been contrasted. In order to 
identify phishing emails, this paper describes a machine learning (ML) approach. It talks about issues and 
anticipated future developments. In order to categorize phishing emails at various levels of crime, numerous 
ML models that have been suggested throughout the years are compared and reviewed. 
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1. INTRODUCTION  
 

The mechanism being utilised to distribute 
information has become highly quick and simple to 
use as technology progresses. Users can choose from 
a variety of platforms to communicate and share 
information with one another. The email system is 
among the most significant and widely used forms of 
communication. Sending and receiving information 
is crucial to our day-to-day activities. Emails can be 
used for a variety of purposes, including notification, 
business, personal, advertising, and other uses. The 
cost effectiveness and speed of email 
communication can be attributed to the system's 
popularity. Spam emails, regrettably, pose a threat to 
the email system.  Spam emails can raise the threat 
to email users, and email itself has security flaws that 
can come from the information that recipients 
receive [1].  

Any inappropriate and undesired communication 
or email sent to many recipients by the attacker is 
referred to as spam [2]. As a result, the email 
platform's security concerns must be addressed.  
More than half of the user's email is received as 
spam, according to the author in [3]. To effectively 
use email without having to worry about risks like 
losing personal information, a spam filtering system 
should be developed. The undesired emails sent by 
some individuals, often known as spammers, are 
considered spam emails for spam detection [4]. 
Regrettably, the expansion of online services and the 
Internet has coincided with an increase in 
cyberattacks, with phishing being one of the most 
prevalent and successful attacks.   The emergence of 
the cyber world brought with it new threats in the 
form of malicious hacker-performed cyberattacks.  

 



 
Journal of Theoretical and Applied Information Technology 

15th July 2023. Vol.101. No 13 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
5131 

 

Phishing-related breaches required the third-
longest length of time to identify and prevent, lasting 
295 days on average, according to IBM's 2022 Data 
Breach Report [5].  Due of uncontrolled access to 
personal information, phishing is still a significant 
issue today.  In order to effectively counter phishing, 
it must be recognised and addressed, adopting 
intrusion detection approach [6].  Phishing is the 
practise of transmitting messages that are fake but 
come from what appears to be a reliable source. The 
goal is to trick the recipient into revealing 
confidential details or putting malicious software 
similar to spyware on the victim's computer. 
Phishing is the practise of attempting to obtain 
personal information while posing as a trustworthy 
source. The effectiveness of phishing emails, 
according to [7], is related to the manipulation of 
human emotions, which would make the victim 
worried and create an urgent situation by warning 
that failing to answer swiftly would result in a 
substantial loss of money and data.  

 
 Email communication is a crucial part of 

everyday business activities and is frequently used 
by attackers as a point of entry into the targeted 
organisation. There are many issues with hacking, 
attacks on management weaknesses in cloud servers 
and distributed denial of service attacks are both 
progressively developing [8]. Attackers have the 
capacity to send the recipient potentially damaging 
content via email messages, including links to 
dangerous websites or malware attachments. The 
loss or disclosure of crucial data is one of the many 
negative effects that these attacks typically have on 
the organisation. A false email or other kind of 
contact used to attract a target is how phishing starts. 
The message is written to appear to have come from 
a reliable source. If the target falls victim, they could 
be convinced to reveal personal information, 
typically on a fake website. On rare occasions, 
malware may also be downloaded onto the victim's 
computer.  

 
Sometimes, attackers are willing to steal credit 

card numbers and personal information in order to 
profit. Phishing emails may also be sent in other 
cases in an attempt to get employee login credentials 
or other information that will be utilised in more 
serious attacks on a select group of people or a 
specific company [9]. 86% of businesses reported 
having at least one worker who has accepted a 
phishing link, according to CISCO's analysis of 
cyber security threat trends for 2021. Throughout the 
year, the frequency of phishing attacks varies.   
Phishing attacks increased by 52% in December, 

according to Cisco research, showing that the 
holidays are when they peak. The weakest link in 
security, users are the target of these attacks. The 
widespread use of social engineering methods 
demonstrates that system weaknesses are less 
frequently the focus of attackers [10].   

Phishing is one of the most prevalent and 
successful attacks. Even though numerous detection 
have been suggested, the large amount of phishing 
emails necessitates further work [6]. The author in 
[11] suggests that additional work on detection 
algorithms is required due to the dynamic nature of 
phishing emails. Spam filtering is essentially email 
sorting, but its main objective is the elimination of 
unwanted emails. Several well-known email spam 
detection techniques are employed to address the 
spam issues. Spam emails have been filtered using a 
variety of approaches and methods.  

However, as the current approach is inadequate, a 
more successful one is needed to stop hacking. By 
examining the spam sample database utilising spam 
keywords and content text analytics, the author in 
[12] proposed an algorithm that categorises various 
sorts of spam threads in 2020. By using this method, 
spam threads that continually appear will be 
eliminated, and better solutions for stopping 
spammers' ethical hacking will be provided.  Due of 
uncontrolled access to personal information, 
phishing is still a significant issue today.  In order to 
effectively counter phishing, it must be recognised 
and addressed, adopting intrusion detection 
approach. 

 
Spam email is currently a major issue on the 

internet. Spam stops the user from fully and 
effectively utilising their time, storage, and network 
resources. The massive amount of spam that 
circulates around computer networks has a negative 
impact on email servers' memory, communication 
bandwidth, CPU power, and user time [13].   
Additionally, users find receiving spam emails to be 
quite annoying. Many users have also suffered 
financial loss as a result of online fraud and other 
dishonest activities by spammers who send emails 
purporting to be from reputable businesses in an 
effort to trick people into disclosing sensitive 
personal information like passwords, Bank 
Verification Numbers (BVN), and credit card 
numbers. Healthcare and dating spam were the two 
most prevalent categories of spam emails. Simple 
Mail Transfer Protocol (SMTP) servers must process 
a large number of unsolicited emails, which results 
in an inefficient use of resources [14]. 
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The rest of this paper is organized as follows: 
Section 2 presents a related work. Section 3 
describes phishing email detection using machine 
learning. Then, Section 4 presents result and 
discussion. Finally, Section 5 presents the 
conclusion of this paper.   

 
 
 

2. RELATED WORKS  
 

Comparatively recent research on email spam 
detection has been done largely in the previous five 
years. The growth of spam emails is one of the 
biggest problems affecting our globally linked 
communication networks since email is accessible to 
anybody with an internet connection. Unauthorized 
spam mail may be on the rise as a result of the rise in 
hacker activities in the modern world over the past 
few years. These cyberattacks frequently cause a 
tremendous deal of harm to the organisation, 
including the loss or disclosure of critical data [15]. 
As spam incidence keeps rising, there is a greater 
demand for antispam filters that are more dependable 
and efficient. All currently work spam filtering 
algorithms must be weighed for advantages and 
disadvantages, and any flaws must be fixed or at the 
very least minimised [14]. There are various methods 
for detecting email spam, and these problems must 
be overcome.  Spam emails are rapidly expanding in 
popularity in the fields of politics, education, 
messages, stock market guidance, and marketing 
[16].  

 
Spam email volume is likely to rise as more people 

use the internet. Innovation in technology is being 
abused for immoral and illegal practises like 
phishing and scamming. Detecting online spammers 
has grown to be a significant social issue because of 
the threat they bring to internet security [17].  Spam 
detection offers a number of rules and methods to 
enable secure communications between individuals 
and organisations [18]. Spam filtering is essentially 
email sorting, but its main objective is the 
elimination of unwanted emails. Several well-known 
email spam detection techniques are employed to 
address the spam issues. Although many detectors 
have been proposed, more research is necessary due 
to the enormous number of phishing emails [6].  The 
secret to phishing emails' effectiveness is their ability 
to play on recipients' fears and sense of urgency by 
threatening major financial and data losses if they do 
not take action right away. A classifier model for 
phishing emails that makes use of deep learning 
methods and a graph convolutional network (GCN) 

was researched in [6] to improve the precision of 
phishing detection. The classifier was found to be 
effective at identifying phishing emails. The spam 
filtering model and method outlined, according to 
[19], need to be improved because they have not yet 
shown to be 100% accurate predictors.  A pre-trained 
transformer model called Bidirectional Encoder 
Representations from Transformers can be adjusted 
to fulfill the function of distinguishing between 
phishing and legitimate emails.  For spam 
identification, the use of learning-based classifiers 
[20] is popular these days. It is assumed that spam 
emails have a certain set of features that distinguish 
them apart from regular emails in the detection 
process for learning-based categorization [21].  

 
Several variables affect the difficulties of spam 

identification in learning-based models. These 
components include overhead processing, concept 
drift, linguistic problems, text delay, and spam 
subjectivity.  The fundamental concepts, efforts, 
outcomes, and study patterns of spam filtering are 
described by [14]. The most recent study examines 
the ways in which the leading ISPs' spam filters, 
including those for Gmail, Yahoo, and Outlook, 
analyse spam emails using machine learning 
contexts.  Both the fundamental approach to detect 
phishing and the several researchers' attempts to 
prevent spam with machine learning methods have 
drawn criticism. The study assesses the benefits and 
drawbacks of the existing machine learning 
approaches and highlights fresh issues with the 
establishment of spam filters. In order to effectively 
counter the threat, the study recommended extensive 
education as risk control techniques for spam e-mail.    

 
Numerous studies support the effectiveness of 

incorporating textual cues to improve phishing 
classifier performance [22]. From the websites' 
source code, URL, and client side only, the authors 
derive nineteen features. The majority of the data is 
gathered from the websites Phishtank, Openphish, 
and Alexa, it has 1918 legitimate websites and 2141 
phishing websites among its 4059 websites in the 
training dataset.  The authors used simple techniques 
in order to produce a labelled dataset, the feature 
vector was created, with a unique feature vector 
being created for each instance of a webpage. The 
dataset has been examined using 10-fold cross-
validation. With SVM, the study achieved 99.09% 
accuracy, and with neural networks, 98.05%.   

 
There are several existing algorithms being 

researched to identify the optimum solution, and 
various sorts of data sets could be used. The method 
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includes both previously completed work and novel 
techniques that might be applied if the findings are 
satisfactory. Once an email has been classified as 
spam, it should be divided into many categories to 
reveal its content and level of severity. The 
procedure for conducting experiments to determine 
the optimal spamming approach is shown in Figure 
1. It serves as the fundamental framework for the 
methods used to categorise spam and non-spam 
emails.   

 

 
 

Figure 1. Stages of spam technique implementation 
 
The following sections provide information on the 

machine learning algorithms, procedures, and spam 
filtering strategies.   
 
 
3. PHISHING E-MAIL DETECTION USING 

MACHINE LEARNING  
 

Despite the fact that many research articles have 
been published using different machine learning 
algorithms to identify and manage spam emails, 
there are still certain research gaps. Spam email is 
one of the most significant and interesting study 
topics for closing the gaps [23]. As a result, in order 
to improve the credibility and usefulness of email 
communication for consumers, several studies on the 
identification of spam have previously been carried 
out using a range of approaches.  

 

Machine learning, which enables computer 
systems to automatically learn and enhance their 
performance without explicit programming, is one of 
the most essential and effective uses of artificial 
intelligence (AI). The three most popular machine 
learning techniques are Naive Bayes, SVM, and NN.  

 
The main goal of machine learning technique is to 

design systems that can automatically retrieve and 
utilise data for training. The initial step in the 
curriculum is to acquire labelled data, also referred 
to as a training dataset.  Learning labelled data, often 
named as a training dataset, is the first step in the 
learning process [24].  The authors of [3] analysed 
email text using a natural language processing 
method in attempt to identify spam. The authors 
claim that machine learning approaches enable the 
most accurate classification of spam. It was 
suggested to use broad descriptive features extracted 
from all email components using machine learning 
approaches to improve the identification of fake 
emails [15]. Machine learning makes it easier to deal 
with huge amounts of information. Even while it 
typically provides faster and more accurate findings 
to detect dangerous content, it can be more expensive 
and time-consuming to train its models for a high 
degree of performance.  

 
Combining AI and cognitive computing with 

machine learning can enhance the power of handling 
enormous amounts of data [25]. Machine learning is 
illustrated in several forms in Figure 2. 

 

 
 

Figure 2: Types of machine learning  
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In supervised learning, labelled data are used to 
train models that can forecast new data. This type of 
training can be used to solve a variety of problems, 
such as the popularity of advertisements, the 
categorization of spam, face recognition, and object 
classification. Unsupervised learning creates clusters 
of the data based on its attributes using unlabeled 
data. This kind of learning can be applied to a 
number of issues, including grouping user logs, 
recognising purchasing patterns, and recommender 
systems. The following are some of the most popular 
supervised learning approaches.   

 
 

3.1 Support Vector Machine (SVM)   
 
A Support Vector Machine (SVM) is a type of 

machine learning algorithm that is commonly used 
for classification and regression analysis. SVMs 
have been found to be effective in a variety of 
applications, including image classification, text 
classification, and bioinformatics.  The approach for 
statistical spam filters using SVM, Naive Bayes, 
KNN and regression trees was provided by the 
author [26]. These supervised machine learning 
methods were utilised by the authors in [27], and the 
precision, recall, and accuracy of the findings were 
evaluated. The researchers used the Sina Weibo 
social network and the machine learning model SVM 
to identify spammers.  This study's dataset consisted 
of 16 million messages that were gathered from 
various individuals. As a feature vector set, they used 
18 features.  

 
Spammers and authorised users were the two 

categories into which the networks' users were 
separated. 20% of the data was used for testing, 
while the remaining 80% was used for the model's 
training. The author employed a 1:2 ratio of 
spammers to non-spammers in the training dataset to 
increase accuracy. The proposed model provides a 
99.5% accuracy level with this ratio. Extreme 
learning machine and support vector machine 
techniques were employed in [28] to create a spam 
filtering programme. The spam detection model 
developed using a standard dataset and SVM had an 
accuracy of 94.06% and an advanced machine 
learning model had a 93.04% accuracy level.  The 
results show that SVM was able to enhance 
performance by 1.1%.   In those circumstances, the 
proposed spam detector ought to be chosen instead 
of SVM spam detection, where detection speed is 
crucial, such as in real-time systems. Despite having 
a greater accuracy level in the research, the author 
claims that SVM requires more training time. 

3.2   Naive Bayes Classifier (NB)   
 
A Naive Bayes classifier is a probabilistic 

machine learning algorithm used for classification 
tasks. It is based on the Bayes' theorem and assumes 
that the features of a given data point are independent 
of each other. The algorithm calculates the 
probability of a data point belonging to a particular 
class based on the probability of each feature being 
present in that class. It selects the class with the 
highest probability as the prediction.  Using a variety 
of performance measures, the authors in [29] 
provided a piece on spam detection strategies based 
on machine learning techniques.  The training of the 
suggested models utilised a significant number of 
input features. Based on the input attributes, each 
model calculates a spam score. The authors claim 
that their suggested technique can identify spam 
more accurately than spam detection tools currently 
in use.  It has to be improved how well the Naive 
Bayes Spam Filter classifies emails as garbage or not 
and detects text changes, the author of [30] suggested 
using a novel approach. To improve the accuracy of 
Naive Bayes, a Python approach that combines 
keyword, semantic, and machine learning techniques 
was applied.  

 
Similar to this, the authors of [31] discussed using 

ML algorithms to identify email spam. In this article, 
they examine ML techniques and how to apply them 
to datasets. From a variety of ML algorithms, the 
most precise and accurate method for email spam 
detection is found. The authors came to the 
conclusion that the class conditional independence 
of the Naive Bayes algorithm, which results in the 
machine misclassifying some inputs, limits its ability 
to generate the optimal results. 

 
 

3.3 Artificial Neural Networks    
 
An Artificial Neural Network (ANN), also known 

as a neural network, is a type of machine learning 
model that is inspired by the structure and function 
of the human brain. ANNs are composed of 
interconnected nodes, called neurons, that are 
organized in layers. The algorithms have been 
essential for identifying scam emails and a variety of 
tasks, including classification, regression, and 
clustering. They can learn to recognize patterns and 
relationships in data through a process called 
training. There are many types of ANNs, including 
convolutional neural networks, and recurrent neural 
networks. Each type is optimized for a specific type 
of data or task.  
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Researchers are employing its numerous models 
and methodologies to develop cutting-edge spam 
detection and filtering algorithms. A type of filtering 
called standard spam filtering implements a set of 
rules and uses those rules as a classifier. The content 
filters use artificial intelligence algorithms to 
recognise spam [32]. As a result, it would be feasible 
to better identify phishing emails using machine 
learning techniques. Various latent feature elements 
are also possible to be retrieved from the perspective 
of various information networks.  An identification 
of spammers using a Deep Graph neural network is 
shown from the perspective of a diverse internet as a 
second approach to the same problem [17]. Similar 
to this, the author of [33] recommended using 
artificial neural networks, whose accuracy is close to 
98.8% to enhance spam identification. 

 
The operational characteristics of biological 

neural networks, often known as "neural networks," 
serve as the foundation for the computational model 
known as an artificial neural network (ANN) [34]. In 
a neural network, numerous sets of neurons are 
connected, and data is processed using a 
computational technique link. Most of the time, 
during the learning phase, neural network is an 
intelligent system that alters its architecture in 
response to information flowing in via the network, 
whether it is internal or external. The neural 
network's fundamental structure is depicted as in 
Figure 3.   

 

 
 
Figure 3: Neural network fundamentals 

 
A few of the machine learning-based proposed 

methods for email spam identification and 
prevention have been developed summarised in 
Table 1.   

 
 
 

Table 1: Phishing email detection techniques. 

 
No  Algorithm Accuracy Advantage Limitation 

[6] 
 
 
 
 

natural 
language 

processing with 
graph 

convolutional 
networks 

 

 
98.20 % 

a single, 
massive 
graph 
created 
from email 
data 

The 
concept 
depends on 
the text 
classificati
on 

[16] 
 
 

Bidirectional 
encoder 

representations 
  

98.67 % 
 
 

deep 
learning 
algorithms 
is used  
 

based on a 
small input 
data, 300 
sequence 
length  

[14] 
 
 
 

Deep Graph 
neural network 
based model 

 
90.74 % 

 

 
Real world 
datasets were 
used  

time for 
training 
with more 
features not 
evaluated 

 
 
 

[29] 
 

 
 

Recurrent 
convolutional 

neural network  

 
 

95.02 % 

using a 
character 
level, 
features 
extracted 
from URL 

may 
misclassify 
some of the 
phishing 
sites,  
training 
time long 

[13] 
 
 
 

 
Recurrent 

Convolutional 
Neural 

Networks 

 
 

99.85 % 

multilevel 
vectors and 
attention 
mechanism  

cannot 
detecting 
phishing 
emails with 
email body 
only  

[15] 
 
 
 

 
 

Convolutional 
neural network  

 
 

95.97 % 

DL and ML 
techniques 
for pre 
processing  

accuracy of 
DL models 
better, but 
computatio
n time of 
ML models 
better 

 
 
The most accurate algorithm based on the table is 

the recurrent convolutional neural network. This is 
because the activities of the units can evolve as time 
pass by. This feature will enhance the ability of the 
model to integrate the context information which 
plays a crucial role for object recognition. The 
accuracy result from each paper is different 
depending on the parameters being used. The best 
algorithm chosen to be used should be able to 
achieve the goals and the weaknesses should be at an 
acceptable level. The optimization technique from 
the paper [14] could be considered poor which 
resulted it in having lower accuracy. There has been 
no method proven to be invincible which results in 
different algorithm being used for different purpose.  
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4. DISCUSSION  
 

From Table 1, we identify different algorithm 
being used which resulted in [15] having the best 
result which is 99.85% and the lowest result of 
accuracy is 90.74% from [14]. The dataset used 
includes many different types such as publicly 
available and real world dataset. Some of the 
algorithm requires some condition to apply while 
other type of algorithm is flexible and easy to apply. 
In [17], the algorithm being used can only support a 
small input of data which is 300 sequence length.  
Based on Table 1, the majority of the datasets used 
to develop, test, and adopt different models seems to 
have been produced artificially. The difficulty of 
categorising every supervised model data set, 
coupled with the shortage of analytical examples. As 
a result, the predictions of the classifiers are not 
entirely reliable due to the usage of artificial datasets 
during model training.  

 
Considering how many machine learning 

models are presently used for identification or 
screening spam email, these reviews of spam are not 
indicative of real-world situations.  By examining 
and evaluating various methodologies, this survey 
research describes the methods and models for spam 
filtering that are based on machine learning that are 
now in use. For conclusion, we present the summary 
of the accuracy of the various proposed approaches 
and an overview of various spam filtering strategies.  
It was discovered that all spam filtering methods 
work effectively. While some are attempting to 
utilize alternative strategies to improve accuracy, 
some have achieved amazing achievements. Even if 
they are all useful, some are still lacking from the 
spam filtering system, which is the main reason why 
researchers are concerned.   

 
This study provides a more thorough 

investigation into the most recent technologies for 
reducing email spamming and which produce the 
most effective results. This review might potentially 
suggest a new approach that could be adopted and 
have better results while posing less risks.  From 
Table 1, the goal of the researcher is to develop 
cutting-edge spam filtering technologies that can 
utilise multimedia content and efficiently screen 
spam emails. In order to improve accuracy and 
efficiency, hybrid algorithms will probably replace 
the supervised and unsupervised learning algorithms 
that are now used for spam detection. In future work 
can enhance such as feature extraction.  Spam and 
legitimate email can be better clustered using 
clustering approaches for spam filtering relevant 

feedback by dynamically updating it.  Future email 
spam detection methods could possibly make use of 
other concepts and approaches in addition to 
machine learning. In the future, experts may work 
together to manually annotate datasets, leading to the 
creation of efficient, standardised, and highly 
dimensional spam databases. Using approaches that 
are flexible, low energy-consuming, and capable of 
real-time processing, with faster processing and 
more precise classification, spam filters can be 
made.  The availability of common labelled datasets 
for researchers to train classification models, as well 
as the addition of extra features to the dataset to 
improve the accuracy and reliability of spam 
detection models, such as the IP address and location 
of the attacker, must also be the research priorities in 
the future.  The email's header, topic, and message 
content were taken into account by the researchers 
when classifying emails as spam.  

 
Despite the fact that these features are 

insufficient to produce totally accurate results, 
manual feature selection must be incorporated. 
Almost all studies published their findings based on 
accuracy, precision, and recall, despite the fact that 
computational complexity of algorithms for machine 
learning models should be thought of as an 
evaluative metric. It is possible to increase error 
detection, self-learning, and speed of response by 
utilising comprehensive features and an accurate 
preprocessing stage. Since the majority of present 
filters are unable to alter their feature space, learning 
models with dynamic feature space updating must be 
implemented for better spam classification.  For 
increased accuracy and dependable outcomes, a 
spam detection and filtration system need to be 
secure.  

 
Another important research field that might be 

investigated is multilingual spam recognition which 
is necessary for better spam detection methods. In 
addition, it is also possible to investigate a linguistic 
feature combination for the spam detection method. 
There is currently no reliable way to handle 
problems with the security of spam filters. This kind 
of attacks may be random, exploratory, or targeted. 
Spam detection systems face a major difficulty as a 
result of the Internet's expanding volume of data and 
multiple additional features. Although there have 
been several studies on a related subject, this study 
presents the most recent machine learning research 
that may assist in reducing the issue of email spam.   
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5. CONCLUSION  
 

Over the recent years, a considerable research 
community has become interested in spam 
identification and filtration. This topic has received 
a lot of investigation since it frequently has a costly 
and major impact in many circumstances. The 
survey examines several machine learning 
techniques and strategies that various scholars have 
proposed for email spam detection and filtering. The 
study comes to the conclusion that supervised 
machine learning techniques provide the foundation 
of the majority the suggested methods for detecting 
spam emails.  

 
 The objective of the paper is to present a 

concise overview of the various machine learning 
models and techniques currently being used for 
email spam detection. It provides a thorough 
analysis of the operation of real phishing email 
identification from several perspectives. However 
this study might have given more attention to 
machine learning, and there might be some other 
approach that works better without using machine 
learning. 

 
To recognise phishing emails, a variety of 

machine learning algorithms have been utilised, but 
these techniques fall short in their ability to 
recognise ongoing phishing scams, which requires 
intensive manual feature engineering. This phishing 
email detection has a number of unresolved 
problems, and the results indicate that more work is 
needed. Phishing emails have been growing at broad 
variety rates over the past few years, and despite 
continual updating and revision, the defenses 
employed to address this evolving threat have not 
been successful. More sophisticated phishing 
detection technology is required to handle this email 
threat. 

 
There are many types of algorithm that provides 

different percentage of accuracy and efficiency but 
each has their own advantages and disadvantages. 
The dataset being used is also different for each 
algorithm that is used by the research. Each 
algorithm has different capabilities and flexibilities 
which could also determine the time for processing.  
This study has helped to ensure that the research can 
choose the appropriate methods and combine them if 
necessary to obtain the best findings by examining a 
variety of methods.  Additionally, it offers 
information on current techniques, particularly those 
that integrate machine learning. 
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