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ABSTRACT 
 

In today's computing and information-processing industry, security has become a paramount concern. With 
the proliferation of internet-based devices and the exponential growth of data transmission, the threat of 
malicious activities has also escalated. One prevalent form of attack involves the theft of passwords and 
unauthorized access to sensitive information, resulting in data loss and diminished user satisfaction. To 
combat this issue, it is crucial to detect and prevent fraudulent logins. This paper presents a comprehensive 
performance analysis of machine learning algorithms for dynamic keystroke analysis, aimed at enhancing 
user-level security. The focus is on developing a robust method that ensures tight security while 
maintaining high accuracy. Previous research efforts have proposed various security mechanisms, 
techniques, and algorithms; however, their efficiency has been found lacking. The proposed approach 
leverages machine learning algorithms, specifically the KNN and XGB models, to analyze dynamic 
keystroke patterns. By extracting and analyzing important parameters related to keystroke dynamics, the 
algorithms aim to identify fraudulent login attempts. The performance of both algorithms is evaluated and 
compared, with a particular emphasis on accuracy and efficiency. The results of the analysis demonstrate 
that the XGB model outperforms the KNN algorithm in terms of security enhancement and user 
satisfaction. The XGB model leverages the dataset effectively, utilizing key parameters to make accurate 
predictions and classify keystroke patterns. In contrast, the KNN algorithm falls short in achieving 
comparable levels of accuracy and efficiency. By employing the superior XGB model, organizations can 
enhance user-level security, prevent password theft, and safeguard sensitive data. The findings of this study 
contribute to the development of an effective and reliable security mechanism, ultimately improving user 
satisfaction and data protection. In conclusion, this research highlights the importance of adopting advanced 
machine learning algorithms for dynamic keystroke analysis to enhance user-level security. The XGB 
model emerges as a powerful tool, surpassing the limitations of the KNN algorithm and providing a more 
robust and accurate solution. By implementing these findings, organizations can bolster their security 
measures and address the growing challenges associated with data protection and user satisfaction in the 
digital age. 

Keywords: Dynamic keystroke analysis, Machine learning algorithms, User-level security, Performance 
analysis, XGB model, KNN algorithm, Fraudulent logins, Password theft, Data protection 

 
1. INTRODUCTION  
 
 

The advent of virtual keyboards has 
revolutionized the way we interact with technology. 
These virtual keyboards have given rise to various 
applications and technologies that aim to capture 
and analyze users' typing patterns for enhanced 
security and user experience. One such technology 
is smart rings, which capture finger movements and 
enable keystroke recognition [1]. 

Each individual exhibits unique typing patterns, 
characterized by subtle nuances in the typing 
process. These patterns can be leveraged to gather 
extensive data on users' typing behavior, enabling 
keystroke recognition and user authentication [2]. 
However, processing and evaluating this data can 
be a time-consuming and labor-intensive task. 
Incorporating sensing mechanisms into small form 
factors, such as smart rings, poses challenges in 
accurately detecting finger movements [3]. The 
compact size of these devices limits the available 
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space for sensors and requires innovative 
approaches to capture and analyze keystroke data 
effectively. The emergence of edge computing has 
played a significant role in addressing these 
challenges [4]. Edge computing is a paradigm that 
shifts computation processes to the network edges, 
closer to the data source. This approach improves 
response times, reduces congestion in real-time data 
processing, and enables prompt delivery of results 
to clients. It eliminates the need for analog-to-
digital data conversion and allows for parallel data 
processing, making it particularly valuable for real-
time keystroke analysis [5]. Dynamic keystroke 
analysis involves analyzing key-down, key-up, and 
inter-key time interval information to determine 
whether the typing patterns match those of an 
authorized user. While this method can serve as a 
user authentication mechanism, it is not foolproof 
and can be influenced by external factors like 
fatigue, stress, or physical injury [6]. These factors 
can potentially lead to false positives or false 
negatives, highlighting the need for a 
comprehensive security approach that combines 
multiple authentication methods. Machine learning 
algorithms play a crucial role in optimizing 
simultaneous data flows and building an effective 
keystroke analysis mechanism [7]. Clustering 
algorithms like K-Nearest Neighbors (KNN) and 
Support Vector Machines (SVM) are commonly 
used in keystroke recognition. However, the 
development of lightweight deep learning 
algorithms has enabled their integration into edge 
computing networks for efficient data processing. 
These lightweight algorithms offer higher accuracy 
while considering the resource constraints of edge 
computing devices. In this paper, we aim to analyze 
and compare the performance of machine learning 
algorithms, specifically KNN and XGB, for 
dynamic keystroke analysis [8]. We evaluate their 
accuracy, efficiency, and suitability for enhancing 
user-level security. Through experimental results 
and detailed analysis, we demonstrate that the XGB 
model outperforms the KNN algorithm in terms of 
accuracy and efficiency [9]. The findings of this 
study contribute to the advancement of keystroke 
analysis techniques and provide valuable insights 
for the development of secure authentication 
systems [10]. 

2. LITERATURE REVIEW 

In recent years, there has been a notable 
increase in research focusing on keystroke patterns, 
particularly in the context of smart keyboards [11]. 
The implementation of dynamic keystroke analysis 
in smart keyboards presents a significant challenge. 

These keyboards utilize mechanical stimuli to 
convert keyboard patterns into local electronic 
signals [12]. Intelligent keyboard systems (IKBs) 
have been developed to generate alarms and trace 
the dynamic timing between key presses and 
releases, allowing for the detection and analysis of 
keystroke patterns [13]. These systems have 
demonstrated improved efficiency and enhanced 
user authentication.  [15] emphasized the need to 
strengthen existing authentication systems on 
mobile devices due to the increasing storage of 
personal details. They proposed implementing a 
keystroke dynamic method that analyzes pressure 
applied to the touch screen. Their experiment, 
which involved 42 datasets, showed that the 
proposed model significantly improved the 
efficiency of the authentication system. [16] 
proposed an authentication system based on 
Support Vector Machines (SVM) for keystroke 
dynamics, aiming to enhance security. Their model 
achieved an accurate result with a 0% error rate by 
utilizing an SVM-based one-time password 
mechanism [17]. The study analyzed 34 records to 
validate the proposed approach.  [18] employed 
LSTM and GRU algorithms to demonstrate the 
effectiveness of keystroke dynamics as a biometric 
technique. This combination of algorithms 
improved the model's performance, resulting in a 
reduced error rate. The study highlighted the 
usefulness of dynamic keystroke analysis in 
enhancing user authentication.  [19] proposed a 
non-conventional keystroke dynamic technique that 
employed an SVM model with ant colony 
optimization (ACO) for feature selection. The 
results showed reduced false acceptance and reject 
rates, indicating the model's ability to identify 
individual typing behavior and improve user 
authentication in smart keyboards [20]. Compared 
to other methods, their proposed model achieved a 
10% higher accuracy rate with a 7.3% lower error 
rate. The study also suggested that the CNN model 
was particularly suitable for dynamic keystroke 
analysis.  [21] conducted a study to classify users 
based on their typing behavior. They evaluated 94 
user behaviors using a machine learning classifier 
and achieved improved computing device 
performance, authentication, and accuracy by 
utilizing an SVM classifier to reduce the error rate 
and accurately classify features from raw input 
data.  [22] presented a comprehensive survey 
analyzing the behavior of authentication systems 
using keystroke dynamics. Their proposed model 
achieved a false acceptance rate (FAR) of 0.3%, 
false rejection rate (FRR) of 1.5%, and equal error 
rate (EER) of 0.9%, outperforming other methods 
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and enhancing authentication systems.  [23]  
conducted a study on the key-print signature 
method within dynamic keystroke analysis. Their 
results indicated that the proposed key-print 
signature-based method was more effective 
compared to the key-print profile method, resulting 
in improved performance efficiency. However, 
additional features were required to accurately 
detect negative cases.  [24] conducted an analysis 
on the usage of keystroke dynamics in smart 
keyboard systems. They evaluated machine 
learning and statistical-based techniques, 
highlighting the strengths and weaknesses of the 
models. However, further improvements in 
efficiency and performance are still needed.  [25] 
proposed a unique keypad technique to enhance the 
efficiency of smartphone authentication systems. 
The results of their proposed model demonstrated 
improved filtering rates and equal error rates (EER) 
compared to existing models. [26] conducted a 
survey utilizing machine learning methods.  

 
Figure 1. Keystroke Dynamics 

Problem Statement 

The accurate prediction of keystroke behavior is 
crucial in various applications, and existing 
methods primarily rely on linear combinations of 
timestamp features such as key flight, dwell time, 
and digraph. However, to achieve a more 
comprehensive understanding and prediction of 
keystroke behavior, it is necessary to capture non-
linear combinations of these timestamp features. 
Traditional classifiers often struggle to discern the 
underlying structure of keystroke data, highlighting 
the need for a more sophisticated approach that 
extracts the entire set of features associated with 
keystrokes to improve prediction accuracy. This 
research problem aims to address the limitations of 
existing methods by proposing a novel deep-
learning model capable of learning, analyzing, 
extracting, and classifying keystroke behavior using 
the available data.  

 
 

Figure 2. High-Level Architecture: Solution 

 

Figure 3. Overall Functional Flow 
The primary objective is to design and implement 

an advanced deep-learning algorithm that surpasses 
the accuracy achieved by existing algorithms. To 
evaluate the performance, a comparison between 
training accuracy and testing accuracy will be 
conducted. Furthermore, this work will analyze 
both single-user behavior and multi-user behavior 
to validate the accuracy of the proposed model. To 
assess the model's capabilities in analyzing dynamic 
keystroke behavior, a benchmark dataset will be 
employed as input data for the deep-learning model. 
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In this study, the proposed XGBoost (XGB) 
algorithm will be employed as the deep-learning 
model, and its performance will be compared to the 
accuracy achieved by the K-Nearest Neighbors 
(KNN) algorithm, a widely used baseline algorithm. 
The objective is to demonstrate that the novel deep-
learning approach using XGB surpasses the 
accuracy obtained by the existing KNN algorithm. 
To summarize, this research project aims to address 
the limitations of existing methods by proposing a 
novel deep-learning model for accurate keystroke 
behavior classification. The project's goals include 
surpassing the accuracy of existing algorithms, 
analyzing both single-user and multi-user behavior, 
and evaluating the model's performance on a 
benchmark dataset. The proposed XGB algorithm 
will serve as the key component in achieving these 
objectives, with the aim of demonstrating its 
superiority over the KNN algorithm in terms of 
accuracy. 

 
3. RELATED WORK 

 
The entire system architecture is divided 

into several aspects. Initially the high-level system 
architecture is designed for the project development 
and given in Figure-1. Initially the high-level 
architecture helps to understand the overall system 
processes and the flow [27]. The web application is 
implemented in Python over TensorFlow and 
executed in COLAB or Kaggle environment at any 
client system, anywhere. The function starts from 
Python (web), receives all the inputs from the 
application (user), persists, and compares with the 
dataset in the database [28]. The system 
architecture for the project development is designed 
with a high-level approach, as depicted in Figure-2. 
This high-level architecture provides a 
comprehensive understanding of the system 
processes and flow [29]. The web application is 
implemented using Python with TensorFlow and 
can be executed in a COLAB or Kaggle 
environment on any client system, regardless of 
location. The Python web function serves as the 
entry point, receiving inputs from the application 
users and persisting them [30]. These inputs are 
then compared with the dataset stored in the 
database. Users interact with the system through a 
user interface designed for Windows, enabling 
seamless communication with the server via the 
client logic module. To ensure secure 
communication, encryption-based authentication is 
employed between the client and server. This 
authentication process takes place before accessing 

the business module, which encompasses the 
essential objects and business logic [31]. The 
application is directly connected to the database 
through the implementation of the request model. 
The overall software architecture, as depicted in 
Figure-2, follows a request and response model 
between the front end and back end. Users input 
their data through the front end, and the application 
processes these inputs through the various n-tier 
modules [32]. The front end (tier-1), back end (tier-
2), and business layer (tier-3) are the three tiers 
utilized in the application. This architectural design 
ensures a modular and efficient system where users 
can seamlessly interact with the application, with 
their inputs processed and responses obtained 
through the different tiers. The use of encryption-
based authentication and the integration of 
TensorFlow provide a secure and robust 
environment for the dynamic keystroke analysis 
system [33]. 

 
 

4. PROPOSED MODEL 

The proposed model, as depicted in 
Figure-2, showcases the applications of keystroke 
dynamic analysis, primarily focused on enhancing 
security and identifying abnormal user behavior. 
Keyboard users engage in countless typing actions 
throughout their lives, each characterized by unique 
patterns. Despite minor differences between users' 
typing styles, these patterns can be identified and 
utilized for user detection [34]. Keystroke dynamic 
analysis provides a non-intrusive means of 
detecting and analyzing these patterns, even 
without the user's knowledge. Real-time analysis 
techniques enable the identification of keystroke 
patterns, making it a valuable tool in various fields, 
including keystroke, and typing biometrics. This 
technique harkens back to the era of processing 
Morse codes to define programs. Morse codes, 
consisting of dots and dashes, were used to define 
program functions [35, 36]. Today, advanced 
techniques are employed to differentiate keystrokes 
from each other and detect subtle variations. The 
proposed model leverages the KNN algorithm and 
XGB models for analyzing keystrokes and 
evaluating their performance. By harnessing the 
power of these algorithms, the proposed model 
aims to enhance security measures by accurately 
identifying users based on their unique keystroke 
patterns [37,38]. The combination of keystroke 
dynamic analysis and machine learning techniques 
provides a robust approach for user authentication 
and anomaly detection. 
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Figure-4. Application Scenario of Keystroke Dynamics 

 
Figure-5. Parameters evaluated from the typing process. 

 
Figure-6. Console Window Starts 

 
The implementation of the proposed 

model involves several key modules to ensure an 
effective analysis of the keystroke data and accurate 
classification of keyboard actions. The following 
modules outline the step-by-step process: 

 

1. Data Import and EDA Initialization 

In this module, the necessary data is imported into 
the system. The data may include keystroke records 
and corresponding labels. Exploratory Data 
Analysis (EDA) techniques are applied to gain 
insights into the dataset, such as understanding the 
distribution of features, identifying any outliers, 
and detecting any missing values or inconsistencies. 

2. Feature Engineering 

   This module focuses on extracting 
meaningful features from the raw keystroke data. 
Feature engineering techniques are applied to 
transform the data into a format suitable for 
analysis [39,40]. This may involve processing the 
duration between key presses, key holding time, 
and other relevant parameters. Additional features 
may also be derived to capture specific 
characteristics of the typing behavior. 

3. EDA Implementation 

Building upon the EDA initialization, this 
module further explores the dataset using various 
statistical and visual analysis techniques. It helps in 
understanding the relationships between different 
features, identifying patterns, and uncovering any 
correlations that may exist [41, 42]. The findings 
from this analysis guide subsequent steps in the 
classification process. 

4. Learn the Data, Extract Features, and 
Classify 

 In this module, machine learning 
algorithms such as KNN and XGB are applied to 
learn from the extracted features and classify 
keyboard actions. The model is trained using 
labeled data to recognize and differentiate between 
different actions, such as key presses, releases, or 
new word typing [43, 44]. The algorithms utilize 
the extracted features to make accurate predictions 
and classify the keyboard actions effectively. 

5.  Predict the Keyboard - Action 
 Once the model is trained, it is ready to 

predict the keyboard actions based on new input 
data. The trained model takes the extracted features 
as input and applies the classification algorithms to 
predict the corresponding keyboard actions in real-
time [45, 46]. This module allows for the 
identification of specific actions performed by the 
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user, enabling enhanced user-level security and 
detection of any abnormal behavior. By 
systematically executing these modules, the 
proposed model enables the analysis of keystroke 
data, extraction of relevant features, and accurate 
classification of keyboard actions [47, 48]. The 
implementation of these modules empowers 
organizations to enhance their user-level security 
measures and detect any unauthorized or fraudulent 
activities [ 49, 50]. 

 
KNN algorithm 

The KNN algorithm can be defined as a 
non-parametric supervised learning classifier that 
helps classify and predict the data points. It is 
mainly used in regressive classification techniques. 
It is one of the widely used classification 
algorithms that find the similarity between the data 
points by clustering. Based on most of the votes, 
the class labels are assigned to the clusters for 
classifying the data points [51, 52, 53, 54]. It is also 
termed the plural voting method, where the voting 
majority exceeds 50 percent, then the cluster is 
assigned the concerned label. The class labels can 
also be assigned with a minimum of 25% vote to 
assign the class labels. The KNN algorithm, short 
for K-Nearest Neighbors, is a powerful non-
parametric supervised learning classifier widely 
used for data classification and prediction. It 
operates on the principle of finding similarities 
between data points by clustering them together 
[55, 56, 57]. This algorithm is particularly effective 
in regressive classification techniques. By utilizing 
a plurality voting method, KNN assigns class labels 
to data points based on the majority vote within 
their respective clusters. If the majority vote 
exceeds 50 percent, the cluster is assigned the 
corresponding label. However, it is also possible to 
assign class labels with a minimum vote of 25 
percent [58, 59]. In regression techniques, a similar 
approach is adopted, considering the nearest 
neighbors for classification (as depicted in Figure-
3). KNN is suitable for datasets containing discrete 
values, while regression techniques are more 
appropriate for continuous datasets. In the case of 
continuous datasets, the distance between data 
points plays a significant role, and the Euclidean 
distance is commonly calculated to facilitate this 
process. It is important to note that the KNN 
algorithm falls under the category of lazy learning 
algorithms, meaning it requires more training 
datasets and time to provide accurate results.  As an 
instance-based method, the KNN algorithm heavily 
relies on the instances between data points to make 
predictions. All the training data are stored in 

memory, resulting in increased memory 
consumption during processing. Consequently, the 
KNN algorithm is most effective in situations 
where there is significant variation between data 
points and the accuracy of the classification process 
is lower compared to other algorithms [60, 61]. The 
performance of the KNN algorithm is influenced by 
various factors, including the dataset's 
characteristics, accuracy, and size. Larger datasets 
tend to yield better results; however, processing 
such extensive datasets requires more time. Figure-
4 provides an overview of the overall process of the 
KNN algorithm [ 62, 63,64]. Although the KNN 
algorithm excels in simple decision-making, pattern 
recognition, data mining, and intrusion detection 
tasks, its effectiveness depends on the dataset's 
nature and accuracy. With careful consideration of 
these factors, the KNN algorithm can deliver 
satisfactory results in various scenarios [65, 66].  

 
XGB Model  
 The XGB (Extreme Gradient Boosting) model 
is employed to analyze the dataset, which consists 
of 8 samples and 39 features. Due to the smaller 
size of the available dataset, cross-validation is 
utilized to assess the accuracy of the analysis. This 
process takes more time as it explores various 
parameter combinations to identify the optimal 
values for the dataset [67, 68, 70, 71]. The 
GridSearchCV technique is employed to determine 
the best estimators for detecting keystroke patterns 
effectively. To ensure robustness in the analysis, 
the training and test datasets are shuffled and split 
using a standard procedure. The accuracy of the 
model is evaluated based on these datasets. The 
following images provide detailed insights into the 
performance of the XGB model and illustrate the 
process of shuffling and splitting the datasets [72, 
73,74,75,76]. By leveraging the power of gradient 
boosting, the XGB model offers enhanced 
predictive capabilities, making it well-suited for 
tasks that involve complex relationships and large 
feature spaces. It effectively learns from the dataset 
and provides accurate predictions by iteratively 
refining weak models. The XGB model is widely 
used in various domains, such as finance, 
healthcare, and recommendation systems, due to its 
exceptional performance and versatility.  
 
Techniques adopted. 

The adoption of keystroke analysis 
techniques, such as keystroke logging, has gained 
widespread popularity across various industries. 
These techniques provide valuable insights into the 
timing of key press and release events. Each 
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individual exhibits unique characteristics in terms 
of the duration between key presses, key holding 
time, and the duration between key releases and 
subsequent key presses. Companies leverage these 
characteristics to differentiate between users and 
detect fraudulent or unauthorized access to their 
systems. However, simply capturing these 
timestamps is not sufficient to understand the 
overall typing behavior of an individual. A 
thorough analysis of these durations is required. 
Several important parameters are considered to 
accurately detect and recognize typing patterns. 
These parameters include the duration between 
each key press, the duration of key holding, and the 
duration between key releases and subsequent key 
presses. Figure-5 provides a detailed illustration of 
how these parameters are calculated during the 
typing process. By analyzing the durations and 
patterns of keystrokes, the typing behavior of users 
can be identified and distinguished from one 
another. Figure-6 demonstrates how different 
parameters are derived based on the durations 
between the typing of different keys. These 
keystroke analysis techniques play a crucial role in 
enhancing user-level security. By precisely 
analyzing the typing patterns, companies can 
effectively authenticate users and identify potential 
security threats. Furthermore, these techniques 
enable the detection of abnormal or suspicious 
behavior, allowing organizations to take proactive 
measures to protect their systems and sensitive 
information. 

 
5. EXPERIMENTAL RESULTS AND 
DISCUSSION 

The experimental results obtained from the 
implementation of the proposed machine learning 
algorithms in Python software are discussed in this 
section. The performance of the system is 
evaluated, and the real output obtained from the 
web application designed for keystroke dynamic 
analysis is presented. The results are depicted in 
Table 1(A, B, C), Figure-7 to Figure-10, 
showcasing the effectiveness of the developed 
system. Figure-7 demonstrates the real-time output 
obtained from the web application. The user 
interface captures the keystrokes and processes 
them using the implemented machine learning 
algorithms. The system accurately analyzes the 
keystroke patterns and identifies various keyboard 
actions, such as key presses, releases, or new word 
typing. The output obtained from the system 
provides valuable insights into the user's typing 
behavior, enabling enhanced security measures and 
user-level authentication. Figure-8 presents the 

performance metrics obtained from the system 
evaluation. These metrics include accuracy, 
precision, recall, and F1-score, which are widely 
used to assess the classification performance of 
machine learning models. The high values of these 
metrics indicate the system's capability to 
accurately classify and predict keyboard actions 
based on the analyzed keystroke patterns. The 
results highlight the effectiveness of the 
implemented algorithms and their potential to 
enhance user-level security. Figure-9 provides a 
detailed analysis of the system's performance in 
different scenarios. It showcases the system's ability 
to detect abnormal user behavior and identify 
potential security threats. By analyzing the 
keystroke dynamics, the system can flag suspicious 
activities, unauthorized access attempts, or 
fraudulent behavior. This analysis helps 
organizations in preventing security breaches and 
ensuring robust user authentication. Figure-10 and 
Figure-11 illustrate the comparative analysis of the 
proposed system with existing techniques or 
baseline models.  
    Table 1: A, B, C Keystroke Dynamic Data Analysis 

A 
 Release-3 press 4 … press 8 
0 664 888 … 1712 
1 599 736 … 1423 
2 1189 1351 … 2839 
3 832 1159 … 3151 

                        B 
release 8 press 9 release 9 press-10 

1760 1992 2064 2376 
1471 1664 1711 1889 
2111 2271 2343 2437 
3223 3415 3463 3631 

                         C 
Release-10 press-11       release-11 press-12        

2443 2584 2632 2752 
1952 2839 2111 2231 
2559 2679 2751 2751 

 

 
Figure-9. Clustering and Classifying the Data 
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Figure-10. Output Comparison In terms of accuracy 
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Figure-11. Performance of KNN and XGB 

 
The results demonstrate the superiority of 

the developed system in terms of accuracy, 
efficiency, and error rate reduction. The 
implemented machine learning algorithms 
outperform traditional methods, showcasing the 
potential of keystroke dynamic analysis in 
enhancing user-level security. Overall, the 
experimental results validate the effectiveness of 
the proposed system. The real output obtained from 
the web application showcases the system's ability 
to accurately analyze keystroke patterns, predict 
keyboard actions, and enhance user-level security. 
The performance metrics and comparative analysis 
highlight the system's superiority over existing 
techniques, emphasizing its potential in various 

applications where user authentication and security 
are crucial. 

 
6. CONCLUSION 

The detection of keystroke dynamics plays a crucial 
role in identifying malicious users within a 
network. Unlike other biometric methods that can 
be easily duplicated, the unique typing pattern of a 
user cannot be replicated. This paper focuses on the 
identification of typing patterns using the KNN and 
XGB models. Additionally, it explores the 
significant parameters involved in keystroke 
dynamics in detail. To conduct the experiments, an 
open-source dataset obtained from Kaggle is 
utilized and simulated within a virtual Python 
environment such as COLAB. The processing 
results obtained from the dataset are thoroughly 
discussed in this paper.  The detection of keystroke 
dynamics plays a crucial role in identifying 
malicious users within a network. Unlike other 
biometric methods that can be easily duplicated, the 
unique typing pattern of a user cannot be replicated. 
This paper focuses on the identification of typing 
patterns using the KNN and XGB models. 
Additionally, it explores the significant parameters 
involved in keystroke dynamics in detail. To 
conduct the experiments, an open-source dataset 
obtained from Kaggle is utilized and simulated 
within a virtual Python environment such as 
COLAB. The processing results obtained from the 
dataset are thoroughly discussed in this paper. The 
dataset consists of keystroke data collected from 
various users, which is then processed using the 
proposed algorithm. The continuous data obtained 
from the dataset is subjected to processing, and 
essential parameters such as Hold Duration (HD), 
Press-Press Duration (PPD), and Release-Press 
Duration (RPD) values are calculated. These 
parameters play a crucial role in capturing the 
unique characteristics of keystroke dynamics. Both 
the KNN and XGB algorithms are employed to 
analyze the dataset, and their performances are 
compared. Upon evaluation, it is observed that the 
KNN algorithm lacks accuracy in predicting the 
typing patterns effectively. However, the XGB 
model outperforms the KNN algorithm in terms of 
both accuracy and efficiency, as demonstrated by 
the obtained results. The XGB model exhibits 
superior performance in capturing and utilizing the 
essential parameters involved in keystroke 
dynamics. The findings emphasize the superiority 
of the XGB model in accurately predicting and 
classifying the typing patterns of users. Its 
effectiveness is demonstrated through the analysis 
of the open-source dataset, providing evidence of 
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its improved accuracy and efficiency compared to 
the KNN algorithm. Overall, this paper highlights 
the significance of identifying keystroke dynamics 
as a reliable method for detecting malicious users 
within a network. The utilization of the KNN and 
XGB models, along with the exploration of 
important parameters, contributes to enhancing the 
accuracy and efficiency of the keystroke analysis 
process. The superior performance of the XGB 
model further validates its potential for improving 
user-level security in various applications. 
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