IMPLEMENTATION OF MACHINE LEARNING TECHNIQUES TO DETECT FRAUDULENT CREDIT CARD TRANSACTIONS ON A DESIGNED DATASET
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ABSTRACT

The rise in technology, particularly the increase in online shopping, has made it easier for cybercriminals to obtain and exploit stolen payment card information. Traditional fraud detection systems are finding it increasingly challenging to keep up with the rapid pace of technological advancement, leading to a surge in payment card fraud. Hence, it is essential for companies to continually update their fraud detection methods to keep up with the latest tactics employed by fraudsters. Machine learning algorithms have the ability to analyze large datasets and quickly identify anomalies or deviations from normal behaviour, making them a highly effective tool for payment card fraud detection. By detecting fraud early, organizations can minimize their financial losses and prevent further damage.

In this study, we generated a credit card fraud dataset that comprises three types of fraud cases. The dataset is imbalanced, with a ratio of fraudulent transactions at 0.004, making it close to real-world data. To handle the imbalance in the dataset related to credit card fraud detection, we employed popular machine learning models such as Random Forest, Decision Tree, Logistic Regression, and XGBoost. The results showed that XGBoost and Random Forest outperformed the other models on both the training and test sets. However, the Decision Tree algorithm with unlimited depth had the highest average accuracy on the training set and the lowest average accuracy on the test set, indicating that this algorithm should be avoided due to overfitting.

In conclusion, our study highlights the significance of using machine learning algorithms for payment card fraud detection. The results demonstrate that XGBoost and Random Forest are the most effective models for detecting credit card fraud in imbalanced datasets. By employing these models, organizations can improve their fraud detection capabilities and minimize the financial impact of payment card fraud.
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1. INTRODUCTION

Payment card fraud has become a significant issue for consumers and companies, resulting in billions of dollars in losses annually [1]. In 2020, fraudulent losses in the United States amounted to $10.24 billion, a rise from the $9.62 billion reported in 2019. The total amount of fraud losses for all countries except the United States in 2020 was $18.34 billion. The global figure of $28.58 billion for card payment fraud losses in 2020 is likely an underestimate as related costs cannot be precisely quantified. The expenses incurred by issuers, merchants, and acquirers for activities such as investigating fraud, managing call centres, and maintaining operations tend to increase every year. These additional costs, which are not included in the $28.58 billion figure, mean that the actual losses experienced by the card industry are higher than the reported amount. Global fraud losses in the
payment card industry are expected to reach $49.32 billion in 2030 when the total volume on all payment cards is anticipated to reach $79.140 trillion [2].

As technology advances, the methods used by fraudsters become increasingly sophisticated, making it challenging for traditional fraud detection systems to keep up. Hence, there is a pressing need for more effective fraud detection methods that can quickly identify and prevent fraudulent activities.

To address the challenge posed by payment card fraud, organizations and financial institutions are increasingly adopting machine learning techniques to enhance the detection and prevention of fraudulent activities. By analyzing historical data, machine learning algorithms can learn to recognize and anticipate fraudulent behaviour, leading to more accurate and faster fraud detection compared to traditional methods [3]. Additionally, these algorithms can identify intricate fraud patterns and adjust their models continuously to reflect changes in the data, enabling real-time protection against fraud. Consequently, the use of machine learning for financial data analysis is gaining popularity and is projected to expand in the future [4]. In this study, we focus on credit card fraud detection using machine learning algorithms. We created a credit card fraud dataset that contains three types of fraud cases and used popular machine learning models such as Random Forest, Decision Tree, Logistic Regression, and XGBoost to detect fraud in the dataset. We evaluated the performance of these models and compared their results to determine which one is the most effective in detecting credit card fraud.

The rest of the paper is organized as follows. Section II provides a literature review on credit card fraud detection and the use of machine learning algorithms. Section III describes the methodology used in this study, including the dataset creation process and the machine learning models employed. Section IV presents the experimental results and compares the performance of the different models. Finally, Section V concludes the paper and provides suggestions for future research.

2. LITERATURE REVIEW

Manuscripts must Machine learning is a field of study that involves training algorithms on data, enabling software applications to carry out tasks and make predictions. This process allows the software to find information and intuitively provide outcomes [5]. ML involves teaching computers to perform functions by training them on data, enabling them to make predictions find information, and complete tasks without being explicitly programmed. It is a crucial aspect of AI that allows computers to learn and adapt to a new report [6, 7]. Machine learning is closely related to other fields, such as statistics, data mining, and pattern recognition, which work together to enable software applications to make predictions and perform tasks based on learned patterns from data.

Detection of fraudulent transactions is challenging due to the small number of fraudulent transactions relative to the total number of transactions. It can cause difficulties in detecting fraud in real-time or even after it has occurred [8].

Ileberi et al. [9] used the genetic algorithm (GA) to identify the most relevant features and combined it with several machine learning classifiers such as Decision Tree (DT), Logistic Regression (LR), Random Forest (RF), Naive Bayes (NB), and Artificial Neural Network (ANN). The results indicated that the combination of GA and Random Forest (GA-RF) had the best performance, with an accuracy rate of 99.98%. Meanwhile, the GA-DT combination also achieved good results, with an accuracy of 99.92%.

The three machine learning algorithms, Logistic Regression, Naive Bayes, and K-Nearest Neighbor, were compared and analyzed for their performance in fraud prediction. The evaluation was based on accuracy, sensitivity, specificity, precision, F-measure, and AUC. Logistic Regression was the best algorithm for fraud prediction compared to Naive Bayes and K-Nearest Neighbor. The results showed an improvement when under-sampling techniques were applied to the data before building the prediction model [10].

Chang et al. [11] attempted to identify an efficient way to identify fraudulent activities in an imbalanced dataset. They used four supervised machine learning algorithms, performed feature engineering and analysis, and evaluated their performance. The results revealed that utilizing the NearMiss undersampling method to combine the models improved their accuracy compared to the determining metrics AUROC and precision.

Another study [12] compares the effectiveness of machine learning and deep learning algorithms in detecting credit card fraud. The European credit card benchmark dataset was used for empirical analysis. The study starts by applying a machine learning algorithm, and then three convolutional
neural networks (CNN) based models are used to enhance the fraud detection performance. The results showed that the proposed model outperformed the existing machine learning and deep learning algorithms regarding the accuracy, precision, f1-score, and AUC. Efforts were also made to balance the data and minimize the false negative rate. The results suggest that the proposed approach can be applied effectively for real-world credit card fraud detection.

The study [13] presents a machine learning approach that utilizes a Long Short-Term Memory-Recurrent Neural Network (LSTM-RNN) with an attention mechanism to improve credit card fraud detection performance. This method is compared to traditional classifiers such as Naive Bayes, Support Vector Machine (SVM), and Artificial Neural Network (ANN). The results indicate that the LSTM-RNN with the attention mechanism produces a high level of accuracy.

The authors in the paper [14] propose a fraud detection method that combines machine learning (ML) classifiers with a voting ensemble learning approach. They use dimensionality reduction techniques such as PCA, LDA, Autoencoder, and SMOTE to increase fraud detection accuracy by utilizing the strengths of multiple ML classifiers. The results show that using PCA's voting ensemble learning technique outperforms other ML classifiers, achieving 100.0% accuracy, 97.3% precision, 73.5% recall, and 83.7% f1-score.

Compared with other studies [15-19], we used Average Under the Receiver Operating Characteristic Curve (AUC ROC), Average precision (AP) and Card precision (CP) metrics.

While the Matthews Correlation Coefficient (MCC) and AUC ROC take into account specificity and sensitivity, the AP and CP provide a more comprehensive and balanced evaluation by considering all possible decision thresholds. The AP and CP measures are consistently effective in assessing ranking quality, unlike other metrics, and specificity, which rely on specific decision thresholds and are less informative for evaluating detection algorithms.

Average precision and Card precision are better suited for fraud detection than other metrics [20].

3. RESEARCH METHODOLOGY

The proposed methodology uses the simulated data generated for our research and will rely on a supervised learning approach. The development of our fraud detection system will involve three primary stages:

1) Establishing the training and testing datasets. A portion of the available transactions will be designated as the training dataset, which will be used to build the prediction model. The rest of the transactions will serve as the testing dataset and will be used to evaluate the prediction model's performance.

2) Building the prediction model. Using the training dataset, we will create a model that can accurately predict if a transaction is genuine or fraudulent. For this task, we will utilize the sklearn library in Python, which offers convenient functions to train prediction models.

3) Evaluating the prediction model's performance. The accuracy of the prediction model will be evaluated using the test dataset, which contains new data.

3.1 Dataset Description

The created dataset consists of 1,746,520 transactions from 01.01.2022 to 31.03.2022. It includes unique 10,000 client IDs and 20,000 POS terminal IDs. All transactions were generated based on client properties, such as frequency, spending amount, and available terminals. We linked each client profile to specific POS terminals within a 5 km radius of their last location. Transactions were classified as legitimate or fraudulent using three different fraud cases:

Case 1: Any POS terminal transactions with an amount greater than 300 are considered fraud. This case provides a clear fraud pattern that should be easily detected by a basic fraud detector. This serves as a way to test the implementation of the fraud detection methodology.

Case 2: This case represents criminal use of the POS terminals. A list of three POS terminals was randomly generated on a daily basis. All transactions at these POS terminals were flagged as fraudulent within 20 days. To detect this type of fraud, we added features that monitor the number of fraudulent operations on the POS terminal.

Case 3: This case imitates a card-not-present (CNP) fraudulent transaction where the customer's credentials have been leaked. Each day a list of 5 clients is randomly selected. Over the next ten days, the amounts of 1/4 of their transactions are multiplied by four and labeled as fraud. To detect
this fraud, we added features that track a client's spending behavior.

The data set for the proposed study is highly unbalanced, with a disproportionate number of data points belonging to the majority class (non-fraud) compared to the minority class (fraud).

Of the 1,746,520 transactions, only 8,613 were found to be fraudulent. The rate of fraudulent transactions is 0.4%. This underscores the importance of correctly identifying fraud data points, which are a minority.

3.2 Proposed Classification Methods

The proposed approach involves using four ML classifiers for fraud detection. These classifiers are Logistic Regression, Random Forest, and eXtreme Gradient Boosting. These algorithms were selected based on their common use in literature for similar problems and their proven effectiveness in various applications. The following section will briefly explain the basic mechanics of each of these algorithms.

3.2.1 Logistic Regression

Logistic regression (LR) is a commonly used machine learning algorithm due to its brief analysis and straightforward processing of class features. In LR, the goal is to model the relationship between the predictor variables and the likelihood of a binary outcome, such as fraud or non-fraud. It can connect different factors, particularly those with significant influence, and adapt to various aspects based on the predictor variables and the outcome.

LR employs values greater than 1 and less than 0 to deal with anomalies in the dataset. Additionally, it is not limited to only classifying and predicting binary outcomes but also multinomial outcomes and uses the sigmoid function to calculate the values of the parameters' coefficients [21].

3.2.2 Random Forest

Random Forest (RF) is a popular machine learning algorithm used in fraud detection. It is an ensemble method that combines multiple decision trees to make a prediction. In the RF algorithm, a large number of trees are trained on bootstrapped samples of the training data, and the forecast is made by aggregating the results from all the trees [22]. This helps reduce the variance in the model and improves its generalization ability. RF can handle high-dimensional data and complex relationships between features, making it a suitable choice for fraud detection tasks [23]. The algorithm can also identify important features that contribute to the prediction and is relatively robust to overfitting compared to other machine learning models.

3.2.3 Decision Tree

A Decision Tree (DT) is a tree-based model used for classification and regression [24]. The model represents data as a tree-like structure where each internal node represents a feature, and the connections represent the outcomes of the feature. Leaf nodes represent class labels. The tree is constructed by dividing the dataset into subsets based on the results of a feature value test. This process is repeated until the subsets have the same result as the target attribute or until further splits do not improve predictions. DTs are suitable for exploratory knowledge discovery applications because they do not require domain knowledge or parameter configuration and can handle high-dimensional data. As a result, DT classifiers are often accurate in their classifications, and the induction of categorization information through DTs is a typical inductive approach.

3.2.4 eXtreme Gradient Boosting

Random eXtreme Gradient Boosting (XGBoost) is a machine learning algorithm used for various applications, including fraud detection [25]. It is an optimized version of Gradient Boosting decision trees, which is an ensemble learning algorithm that creates a set of decision trees from the training data and combines them to make predictions.

In the case of fraud detection, XGBoost can be trained on a dataset of transactions to identify patterns and relationships between various features that are indicative of fraudulent behaviour. XGBoost also can handle large datasets and complex relationships between features, making it a suitable choice for fraud detection applications [26]. Additionally, XGBoost can handle missing values and noisy data, which is a common issue in fraud detection datasets.

4. RESULTS

The research was conducted in Apple M1 Pro, GPU, 16 Cores. Both training and testing algorithms are implemented in Jupyter Notebook 6.4.12. We used Python as the programming language due to its ease of use, interpreted, high-level, object-oriented, scripting nature, and its popularity in the field of machine learning. To analyze and visualize our data, we used some of the
Python libraries and packages, such as Numpy, Pandas, Sklearn, Matplotlib, and Seaborn.

Using a "generate_dataset" function, we created our own dataset with the following features: 10,000 clients, 20,000 POS terminals, and 90 days of transactions from 01.01.2022 to 31.03.2022. The radius is set to 5km. It took us less than 3 minutes to generate 1,746,520 POS transactions (Fig. 1). However, this number is lower compared to the actual fraud detection systems in the real world, where millions of transactions might need to be processed on a daily basis. But this number will suffice for the purpose of our study, particularly to maintain reasonable execution times. The dataset was stored in the format of the time series databases [27]. Compared to other studies, our dataset includes transactions over a period of 90 days, therefore the number of total transactions was increased and the ratio between of fraudulent and genuine transactions was changed.

<table>
<thead>
<tr>
<th>POSTTRANSACTION_ID</th>
<th>TRX_DATETIME</th>
<th>CLIENT_ID</th>
<th>POSTTERMINAL_ID</th>
<th>TRX_AMOUNT</th>
<th>TRX_TIME_SECONDS</th>
<th>TRX_TIME_DAYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0 2022-01-01 00:00:17</td>
<td>6160</td>
<td>6202</td>
<td>31.83</td>
<td>17</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1 2022-01-01 00:00:31</td>
<td>596</td>
<td>6532</td>
<td>57.16</td>
<td>31</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>2 2022-01-01 00:01:05</td>
<td>9339</td>
<td>10651</td>
<td>26.92</td>
<td>05</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>3 2022-01-01 00:02:10</td>
<td>4861</td>
<td>8673</td>
<td>81.51</td>
<td>130</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>4 2022-01-01 00:02:21</td>
<td>8170</td>
<td>4884</td>
<td>25.17</td>
<td>141</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
<tr>
<td>1746515</td>
<td>1746515</td>
<td>2022-03-31 23:58:35</td>
<td>9832</td>
<td>3239</td>
<td>13.33</td>
<td>7775915</td>
</tr>
<tr>
<td>1746516</td>
<td>1746516</td>
<td>2022-03-31 23:58:55</td>
<td>8566</td>
<td>12356</td>
<td>56.23</td>
<td>7775935</td>
</tr>
<tr>
<td>1746517</td>
<td>1746517</td>
<td>2022-03-31 23:59:01</td>
<td>2044</td>
<td>3307</td>
<td>27.98</td>
<td>7775941</td>
</tr>
<tr>
<td>1746518</td>
<td>1746518</td>
<td>2022-03-31 23:59:42</td>
<td>9397</td>
<td>5903</td>
<td>2.48</td>
<td>7775982</td>
</tr>
<tr>
<td>1746519</td>
<td>1746519</td>
<td>2022-03-31 23:59:56</td>
<td>7780</td>
<td>7394</td>
<td>77.64</td>
<td>7775996</td>
</tr>
</tbody>
</table>

1746520 rows x 7 columns

Figure 1: Generated 1,746,520 POS transactions

The distribution of transaction amounts has a majority of its values for small amounts (Fig. 2). The distribution of transaction times follows a Gaussian distribution centred around noon on a daily basis (Fig. 3).

![Distribution of transaction amounts](image-url)
In our study, the transactions from 21.02.2022 to 15.02.2022 were used as the training set, while the transactions from 8.03.2022 to 14.03.2022 were used as the test set. The goal of using the training set is to train a prediction model, while the purpose of using the test set is to evaluate the prediction model's performance on new data. This one week of transaction data is sufficient to train the first prediction model and assess its performance. Further evaluation will be carried out by using more considerable periods for training and testing to see how it affects the performance results. “Fig. 4” shows that the daily number of transactions is the same during the training and testing periods. The average number of frauds during the training period was about 85 per day, while during the testing period, there were jumps of up to 100 per day.

While extracting from the transaction dataset for the training set, we found 135,892 transactions, including 600 that are fraudulent. The test set contains 126,251 transactions, of which 506 were fraudulent. It means that the ratio of fraudulent transactions is 0.004.

Next, we will train some standard classifiers. We will start with the Decision Tree model. “Fig.
5. shows an example of training a decision tree algorithm with a maximum depth of 2.

After training four other prediction models (DT with unlimited depth, LR, RF, and XGBoost), we finally evaluated the prediction efficiency of our chosen models on the test (Fig. 6) and training (Fig. 7) set, as well as their execution time (Fig.8).

### Table 1: Execution Times

<table>
<thead>
<tr>
<th>Model</th>
<th>Train time (s)</th>
<th>Test time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.931</td>
<td>0.931</td>
</tr>
<tr>
<td>Decision tree with depth</td>
<td>0.783</td>
<td>0.783</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.931</td>
<td>0.931</td>
</tr>
<tr>
<td>XGBoost</td>
<td>0.931</td>
<td>0.931</td>
</tr>
</tbody>
</table>

### 5. CONCLUSION

The predictive models have effectively captured fraud patterns from the training data. The XGBoost shows better stable results (in terms of Average Precision) compared to other models.

Comparing the classifiers' performance may vary depending on the metric used. For instance, a DT with a depth of two may have a lower AUC ROC than a DT with unlimited depth but a higher average precision.

Some classifiers (DT with unlimited depth and RF) exhibit perfect performance on the training set (AUC ROC and Average Precision of 1) but lower results on the test set. The DT with unlimited depth, for example, has the lowest Average Precision on the test set and is an example of overfitting, which should be avoided and will be addressed in our future research.
The training time for ensembles of models (RF and XGBoost) is significantly longer compared to single models (LR and DTs), which is to be expected.

A limitation of research in this area related to the quality of the datasets. A limited number of datasets are currently available on Kaggle [28]. Due to privacy and security concerns, the dataset with credit card transactions may not fully represent the complexities and variations of real-life fraud scenarios.

The limitations of having a limited dataset and restricted access to real-life fraud scenarios pose challenges in accurately modeling and assessing the effectiveness of fraud detection algorithms.

To overcome these limitations, in further research we will explore collaborations with financial organizations that can provide access to more extensive and diverse datasets, enabling a more accurate evaluation of fraud detection algorithms.

Extensive training and a proposal of our prediction model will be discussed in a later study.
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