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ABSTRACT 

Recommender Systems has grown significantly over the last two decades. Memory-based Collaborative 
Filtering is part of RS and is a powerful technology that has been applied in several well-established 
commercial applications.However, memory-based collaborative filtering fails to capture the dynamic 
user opinions in a detailed perceptive since it uses a two-dimensional rating approach.However, 
multicriteria RS dominates memory-based collaborative filtering with the inclusion of multiple 
contexts. In addition, significant research has been done to predict user gratification. However, recent 
multicriteria recommender systemsfail to avoid the significant issues of the curse of dimensionalitydue 
to the lower number of ratings among multiple dimensions, leading to poor predictions. This paper 
proposes a new prediction recommender model on multicriteria recommender systems to predict user 
gratification with the memory-based user and item collaborative filtering approaches used to impute the 
missing contextsin multicriteria RS. In addition, various regression models were applied to overall and 
predicted overall ratings. The results indicate that item-item collaborative filtering with Ordinary Least 
Squares(OLS) regression in multicriteria RS exhibits low Root Mean Squared Error(RMSE), indicating 
the accurate predictions of user gratification. 

Keywords:  Cost Functions, Recommender Systems, Memory-Based Collaborative Filtering, Muti-
Criteria Recommender Systems. 

1. INTRODUCTION 

Information management has to deal with 
many problems caused by the vast and 
growing amount of information available 
today. Recommender systems (RS) are a 
popular technology that has been very 
beneficial in dealing with the massive growth 

of information [1]. News, items, music, and 
postscan all recommend using the algorithm's 
matching features and personalized profiling. 
Websites like Amazon, Netflix, and eBay 
incorporate RS to recommend products or 
items they might like based on their views. 
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Collaborative filtering is a traditional 
approach that provides the highest-quality 
recommendations with vast user 
information[2]. Ratings are employed in 
collaborative filtering recommender systems 
to generate suggestions. These preferences 
may be explicit, such as when a user chooses 
an item, or implicit, such as when the system 
determines a user's choice for a product by 
observing their behavior, such as by tracking 
purchases or mouse clicks on a computer 
screen[3].  

In collaborative filtering, ratings are the basis 
for similarity measures used to find people 
with similar interests. Ratings are quantitative 
values representing how much a user likes or 
dislikes a particular item.  According to [4], 
there are two ways to use collaborative 
filtering: memory-based and model-based. 
The memory-based method operates by 
computing the user similarities, selecting the 
most similar users based on the active users' 
neighbors, computing the similarity scores to 
generate predictions, and providing the top N 
recommendations based on the predicted 
value. In contrast, the model-based method 
uses a constructed model todescribe user 
behavior andforecastratings.                                        

Recommender systems frequently use 
memory-based collaborative filtering 
algorithms due to their usability and high-
quality forecasts [5]. User preferences predict 
with a pre-built model in Model-based 
approaches. In Memory-based strategies, the 
correlation between users or items can obtain 
by accessing the whole database of user-
ratedthings. Memory-based recommendation 
algorithms can generally subdivide into user 
and item-based approaches [6]. 

Two fundamental operations require in user-
based algorithms: computing similarity and 
prediction. During the computation process, 
the system attempts to identify user 
relationships; the target user's neighbors have 
the highest correlations. Then, a list of 
candidate items, consisting of all rated things 
the user still needs to purchase or obtain, is 
compiled. In the second step, the system 
predicts a user rating for each candidate item 
and recommends the things with the highest 
predicted ratings. Consequently, evaluating 

and ranking candidate items is crucial to the 
algorithm's accuracy[7]. 
Numerous studies have shown that user-based 
approaches are inapplicable when the number 
of users and items in a system is substantial—
particularly the requirement to scan many 
neighbors. 
As a result, a second method, known as an 
item-based nearest neighbor recommendation, 
was proposed to identify similarities between 
items and their nearest neighbors. An online 
pre-computing of a data strategy chosen for 
item-based offers applicable to large-scale 
applications. The objective is to create a 
matrix describing the pairwise similarity of all 
available items in advance. A prediction is 
generated at runtime for Item I and a user 'U' 
by identifying the most similar items to I and 
calculating the weighted sum of the current 
user ratings for these ratings in the 
neighborhood. The potential number of 
neighbors is limited to the number of items 
rated by the current user. 
Current RS uses multicriteria attributes. The 
goal of multicriteria recommender systems is 
the same as that of single-rating recommender 
systems: to identify items that maximize the 
utility of each user. However, compared to 
single-rating rating systems, multicriteria 
rating systems contain more information about 
users and things that can be used effectively in 
making recommendations [8].Recent 
multicriteria RS allows users to express their 
opinions simply by providing multiple 
segments in the form of contexts. As a result, 
users in this digitalization era have many 
choices in selecting items. Due to this, 
multicriteria RS faces unpredictable situations 
where users may rate high overall ratings even 
though they may satisfy over a few contexts. 
They may rate high for a few segments and 
low or not rated for the remaining things, 
causing a curse of dimensionality and sparsity. 
 Sparsity is a significant concern in 
multicriteria RS since users are not interested 
in rating all the contexts.Therefore, replacing 
missing contexts with the available ones is a 
big challenge. One approach is a regression 
framework used by severalstandard models 
for multiple imputations to generate plausible 
missing values. In addition, several imputation 
methods are used to replace missing attributes. 
However, only some imputation methods 
excel in all applications [9].  
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This paper uses memory-based collaborative 
filterings of user-user(Pearson's correlation) 
and item-item(Adjusted cosine similarity) in 
multicriteria RS to impute missing contexts to 
avoid sparsity.Furthermore, ordinary Least 
Squares(OLS) with backward elimination are 
used to obtain the significant contexts to avoid 
the curse of dimensionality. As a result, 
predicted overall ratings can obtain with 
significant contexts. Finally, several machine 
learning regression models were applied to 
assess the significance of overall and 
predicted overall ratings.Furthermore, their 
performance can evaluate with cost functions 
using the TripAdvisor dataset. 
 
2. RELATED WORK 
 
Traditional CF techniques rely on user ratings 
as a source of suggestion input, but they 
cannot convey the fine-grained analysis 
behind users' behaviors. It is impossible to 
determine why the user chose these ratings, 
and it is impossible to identify the user's 
particular preferences. Multiple-criteria 
decision analysis is merged with RSto 
generate a multicriteria recommender system 
(MCRS). MCRS is based on multiple factors 
rather than one element[10]. 
When a user gives a product a high rating, it 
does not necessarily mean they are not 
interested in it completely. However, they 
may still dislike specific characteristics or 
aspects of the item. Therefore, when assigning 
overall ratings, the user places varying 
emphasis on different elements, influencing 
their final decision[11]. 
MCRS is a trend in RS research that improves 
recommendation accuracy by using user-
generated reviews or ratings to represent the 
item's criteria[12]. 
 
 
 
 
3.RELATED LITERATURE: 
 
Wasid and Ali[13] propose a multicriteria RS 
employing a clustering technique to expand 
the suggestion set by discovering comparable 
users within a user's cluster. Euclidean 
distance and Mahalanobis distance determine 
the closest C for each user, while the 
anticipated rating for an item is calculated 
using similar neighbors from the same cluster. 

The drawback of this approach is that if two 
data vectors share no attribute values, they 
may have a smaller distance than other 
pairs[14]. 
Zheng[15] developed a multicriteria, utility-
based recommender system that suggests 
items to a user based on the utility function of 
each item for that user. The utility score 
computes with the metric cosine 
similarity.However, cosine similarity only 
considers the vectors' direction, not 
magnitude. Mean value differences are not 
fully considered in recommender systems. 
Recommender systems represent the utility of 
an item to a user in the two-dimensional Users 
Items space using a single criterion rating. The 
recommendations are inferred explicitly or 
implicitly with the specification of the user's 
initial set of ratings. Multicriteria rating 
systems contain more information about users 
and items that can be utilized effectively in 
making recommendations. The general form 
of a rating function in a multicriteria 
recommender system is R: Users Items R0 x 
R1x... x Rk, where R0 is the overall rating, 
and Rk is the set of possible rating values for 
each criterion[16]. 
Similarity-based and aggregation function-
based techniques are categorized as 
multicriteria-based recommendation methods 
[17]. Several solutions are proposed for the 
limitations of Multicriteria Collaborative 
Filtering(MCCF) [18]. The majority of current 
research focuses on enhancing precision. 
Several techniques, including Mahalanobis 
distance[19], Euclidean distance [13], and 
grey relational analysis[20], are proposed for 
computing similarities to increase the 
accuracy of referrals in similarity-based 
methods. In addition, an attempt has been 
made to generate  
more precise criterion-based predictions to 
improve the accuracy of forecasts in 
aggregation function-based MCCF 
systems[21]. The fuzzy Bayesian approach 
[22] and Matrix factorization [23] produce 
predictions based on predetermined criteria. 
The remaining researchers attempt to improve 
the accuracy of their forecasts by 
incorporating more precise aggregation 
functions. Support vector regression, feed-
forward neural networks[24], and adaptive 
genetic algorithms [25] are utilized in 
aggregation function learning without 
addressing the curse of dimensionality, a 



Journal of Theoretical and Applied Information Technology 
15th July 2023. Vol.101. No 13 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
5252 

 

significant worry of recommender 
systems[26]. Some work has been done to 
avoid insignificant contexts to predict overall 
ratings [27][28]. 
 
4. PROPOSED FRAMEWORK 
METHODOLOGY 
 
Traditional CF employs a two-dimensional 
user-item rating matrix in which users have 
rated a set of system-entered items. 
Traditional recommender systems are widely 
usedbuthave limitations in recommending 
things in real-world scenarios. Overall rating 
is the primary factor in these systems to 
recommend. Nowadays, users seek other 
criteria besides overall ratings before selecting 
things. Now leading recommender systems 
incorporate multi-criterion to generate 
practical recommendations in multicriteria RS 
containing multiple contextual segments. 

Higher dimensionality is the greatest obstacle 
for these recommendation systemsfor causing 
sparsity and the curse of dimensionality. This 
article proposes a framework to avoid sparsity 
andthe curse of dimensionality by 
incorporating memory-based user-user and 
item-item collaborative filterings. These two 
methods are usedto impute the missing 
contexts. Then Ordinary Least Squares 
Regression with backward elimination is used 
to identify the significant contexts to avoid the 
curse of dimensionality. The significant 
contexts are used to predict the overall rating. 
Both overall and predicted ratings are 
analyzed using various machine learning 
models using the below steps  Asian continent 
tourism hotels on star rating wise data 
collected from TripAdvisor with web 
scrapping. The dataset was extracted from all 
the major tourism cities ranked by Visa and 
Mastercard. 

Fig 1:Framework For The Proposed Prediction Model. 

1. Acquisition of data from TripAdvisor. 
2. Using Pearson correlation and Adjusted 

Cosine similarity, identify and impute the 
unrated contexts with user-user and item-
item collaborative filtering. 

3. Identification of outcome and 
inputvariables. 

4. Conduct the statistical analysis with 
Analysis of Variance(ANOVA), Variance 
Inflation Factor(VIF). 
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5. a) Build the regression models with 
Ordinary Least Squares(O.L.S), Decision 
Tree(D.T.R), Random Forest, and 
Support Vector. 

b) Prediction of outcome with OLS using 
backward elimination by 
eliminatinginsignificant contexts in user-
user and item-item multicriteria. 

 6. Assessment of overall and predicted 
overall ratings with cost functions using a 
holdout cross-validation approach. 

 
In the dataset, the contextual multicriteria 

ratings, Cleanliness, Location, Room, 
Value, Service, and Sleep-Quality are 
considered input variables, and the 
outcome variable is the overall rating. 
The regression models M.L.R, R.F, 
D.T.R, and SVR were applied between 
outcome and input variables. 

 
6. RESULTS AND 

DISCUSSION 
 

Table 1:ANOVA and VIF results on User-User 
multicriteriaCF 

 
User-
User 
multi
criteri

a 

Clea
nline

ss 

Loc
atio
n 

Val
ue 

Roo
ms 

Serv
ice 

Slee
p 

Qua
lity 

Df 1 1 1 1 1 1 
Sum 
sq 

7106 565
4 

735
7 

716
0 

753
9 

687
2 

Mean 
sq. 

7106 565
4 

735
7 

716
0 

753
9 

687
2 

F 
value 

1072
4 

729
2 

114
38 

108
75 

119
84 

100
93 

Pr(>F
) 

<2e-
16 
*** 

<2e-
16 
*** 

<2e-
16 
*** 

<2e-
16 
*** 

<2e-
16 
*** 

<2e-
16 
*** 

VIF 2.677
532 

2.05
230
0 

2.68
154
7 

2.58
479
7 

2.42
646
2 

2.60
954
7 

 
The above table displays the ANOVA and VIF 
results on User-User multicriteriaCF.All 
contextual segments indicate a significant impact 
on the overall rating, and VIF results exhibit low 
multicollinearity among input variables which is 
negligible. 
 
 
 

Table 2: ANOVA and VIF results on Item-Item 
multicriteria 

 
Item-
Item 

multicr
iteria 
CF 

Cleanl
iness 

Locat
ion 

Valu
e 

Roo
ms 

Servi
ce 

Sleep 
Quali

ty 

Df 1 1 1 1 1 1 
Sum sq 4519 3165 4894 4579 7416 4232 
Mean 

sq. 
4519 3165 4894 4579 7416 4232 

F value 4046 2634 4477 4114 7927 3730 
Pr(>F) <2e-16 

*** 
<2e-
16 

*** 

<2e-
16 

*** 

<2e-
16 

*** 

<2e-
16 

*** 

<2e-
16 

*** 
VIF 1.4688

78 
1.280
293 

1.439
917 

1.446
691 

1.594
897 

1.384
570 

 
The above table displays the ANOVA and VIF 
results on Item-Item multicriteriaCF.All contextual 
segmentsindicate a significant impact on the 
overall rating, andVIF results exhibit low 
multicollinearity among input variables which is 
negligible. 

 
Table 3: Accuracy results of User-User Multicriteria CF 

(overall rating) 
User-User 
Multicriteira 
CF 

Accuracy MAE MSE RMSE 

MLR 0.639 0.449 0.434 0.659 
RF 0.822 0.297 0.213 0.461 
DTR 0.872 0.218 0.154 0.39 
SVR 0.690 0.357 0.368 0.606 

 
The above table indicates the accuracy and 
different cost function results obtained on various 
machine learning approaches MLR, RF, DTR, and 
SVR. For example, the Root Mean Squared Error 
ranges from 0.39 to 0.65, which is low for DTR 
and high for MLR. 
 

 
Table 4: Accuracy results of Item-Item Multicriteria CF 

(overall rating) 
Item-Item 
Multi 
criteria 
CF 

Accuracy MAE MSE RMSE 

MLR 0.458 0.618 0.757 0.870 
RF 0.758 0.395 0.338 0.581 
DTR 0.825 0.289 0.245 0.495 
SVR 0.551 0.512 0.631  0.794 

The above table indicates the accuracy and 
different cost function results obtained on various 
machine learning approaches MLR, RF, DTR, and 
SVR. For example, the Root Mean Squared Error 
ranges from 0.49 to 0.87, which is low for DTR 
and high for MLR 
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User-
User 
Multi 
criteria 
CF 

Accuracy MAE MSE RMSE 

MLR 1.0 8.814 1.596 1.263 
RF 0.999 0.007 0.000 0.024 
DTR 1.0 6.408 2.577 1.605 
SVR 0.994404 0.056 0.004 0.065 

The above table indicates the accuracy and 
different cost function results obtained on various 
machine learning approaches MLR, RF, DTR, and 
SVR on predicted overall rating (outcome 
variable) received with OLS after removing 
insignificant contexts. The Root Mean Squared 
Error for all of these models is negligible. 

 
Table 5: Accuracy results of Item-Item Multicriteria CF 

(Predicted overall rating) 

 
 

 
Fig 2: RMSE graph results on User-User and Item-Item 

multicriteria CF. 
The above figure is the comparison metrics of 
RMSE over user and item multicriteria 
collaborative filterings on the overall rating.  

Fig 3: RMSE graph results on User-User and Item-Item 
multicriteria CF. 

 
The above figure is the comparison metrics of 
RMSE over user and item multicriteria 
collaborative filterings on the predicted overall 
rating after removing the insignificant contexts to 
avoid the curse of dimensionality. The better 
results of item-item indicate low RMSE than user-
user multicriteria collaborative filterings. 
Before building the models initially ANOVA test 
conducted between overall rating with the other 
independent variables to find the significant 
impact. 
The results indicate that all the independent 
variables have significant impact on overall rating. 
Multicollinearity also checked here to find the 
association among independent variables. The 
results indicate that no significance. 
Machine Learning regression models of multiple 
regression, Random Forest, Decision Tree, 
Support Vector Machine are built upon the 
dependent variables overall and predicted ratings. 
 
The accuracy results are evaluated with the cost 
function RMSE between multicriteria 
recommender systems of user-user and item-item 
collaborative filtering methods. Both these 
collaborative filterings works successfully to 
replace the unrated contexts. A major aim of this 
paper is to avoid the curse of dimensionality, 
which is a regular problem faced by current 
recommender systems. To provide solution for 
these only significant contexts are considered to 
predict the rating, and with this predicted rating as 
the outcome variable several machine learning 
models like multiple regression, Random Forest, 
Decision Tree, Support Vector Machine 
regressions are applied.  
 
5. CONCLUSION 
 
 Modern Multicriteria RS suffers from sparsity and 
the curse of dimensionality since users are not 
interested in rating all the contextual segments due 
to higher dimensions; also, they rate high 
gratification even satisfied with few contexts. As a 
result, it affects overall gratification. However, 
memory-based collaborative filterings cannot 
exhibit the curse of dimensionality with a single 
criterion. Therefore, this paper incorporates the 
memory-based collaborative filtering approaches 
in multicriteria RS.First, unrated contexts are 
replaced with user-user and item-item 
collaborative filterings. Next, ordinary Least 
Squares with backward elimination identify the 
significant contexts which are used to predict the 

Item-
Item 
Multi 

criteira 
CF 

Accuracy MAE MSE RMSE 

MLR 1.0 6.591 9.934 9.967 
RF 0.998687 0.010491 0.000830 0.028811 

DTR 1.0 6.27e-4 1.19e-7 1.094 
SVR 0.991 0.067 0.005 0.073 
SVR 0.991 0.067 0.005 0.073 
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overall rating. Then several regression techniques 
are applied to both the target and the predicted 
outcomes.The results signify that memory-based 
collaborative filterings combined with OLS 
outperform the curse of dimensionality and 
sparsity. Furthermore, the predicted overall rating 
obtained with preprocessing of item-item 
collaborative filtering and OLS regression tested 
on other machine learning models signifies the 
lowest error rate of RMSE than with user-user 
collaborative filtering. 
 
FUTURE SCOPE 
 
This study focuses on avoiding the curse of 
dimensionality in multicriteria collaborative 
filterings. In the future, regularization approaches 
will apply to the overall and predicted overall 
ratings without removing the insignificant contexts 
of these methods. 
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