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ABSTRACT 

 
The study proposes a new approach for augmenting audio data that can be used to improve the performance 
of machine and deep learning algorithms. Augmentation techniques have been widely used to increase the 
size and diversity of data sets, but existing methods often fail to preserve the quality and naturalness of the 
original audio. The proposed algorithm uses the idea of slicing the audio file to generate new audio samples 
that retain the characteristics of the original recordings while introducing new variations. The effectiveness 
of the algorithm is demonstrated through experiments on heart problem classification task, where it 
outperforms existing methods in terms of accuracy and robustness. The proposed algorithm has the potential 
to enhance the performance of various audio-related applications such as speech recognition, music genre 
classification, and environmental sound analysis. 
Keywords: Algorithm, Audio, Augmentation, Variation Analysis, Audio Slicing 
 
1. INTRODUCTION 

Audio data plays a crucial role in a wide 
range of applications, including speech 
recognition, music genre classification, and 
environmental sound analysis. Machine and deep 
learning algorithms have been widely used to 
analyze and classify audio data, but their 
performance heavily relies on the quality and 
diversity of the training data. Augmenting the 
training data has been shown to be an effective 
approach to improve the performance of machine 
and deep learning models. Augmentation 
techniques can be used to generate new data 
samples that are similar to the original recordings 
but introduce new variations [1]. 

However, existing augmentation techniques 
for audio data often fail to preserve the quality and 
naturalness of the original recordings, leading to 
poor performance of the machine learning 
algorithms. For example, time-stretching or pitch-
shifting can alter the natural sound of the original 
recording, and noise injection can introduce 
unwanted artifacts. Therefore, there is a need for 
new approaches that can augment audio data 
while preserving the naturalness and quality of the 
original recordings [2]. 

In this paper, we propose a novel algorithm 
for augmenting audio data that addresses these 

challenges. Our approach uses a slicing audio files 
to generate new audio samples that retain the 
characteristics of the original recordings while 
introducing new variations.  

We evaluate the effectiveness of our 
proposed algorithm on Heart problem audio 
classification task, our experiments show that our 
approach outperforms existing augmentation 
methods in terms of accuracy and robustness. 
Furthermore, we demonstrate that our approach 
can be used to generate realistic data samples that 
are indistinguishable from the original recordings. 

2. PROBLEM OF STATEMENT 

The field of audio processing and analysis 
has seen significant growth in recent years, with 
the rise of deep learning techniques and their 
application in audio-related tasks such as speech 
recognition, music classification, and audio-based 
surveillance systems. However, one of the major 
challenges in audio data processing is the 
availability of limited annotated data. This lack of 
data poses a major bottleneck for the development 
of effective and accurate audio processing 
systems. 

To overcome this challenge, data 
augmentation techniques have been widely used 
in the field of computer vision, natural language 
processing, and speech recognition. However, the 
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existing audio data augmentation techniques have 
limited effectiveness and are often 
computationally expensive. 

Therefore, there is a need for the 
development of a new algorithm for audio files 
augmentation that is effective, computationally 
efficient, and easy to use. Such an algorithm could 
significantly enhance the performance of audio 
processing systems, enabling them to work with 
limited annotated data and produce more accurate 
and reliable results. 

3. OBJECTIVES 
 To develop a new audio data 

augmentation algorithm that use slicing 
of audio files to generate diverse and 
realistic augmented audio data. 

 To evaluate the proposed method on 
several using several deep learning 
models for heart problem classification 
and compare its performance with 
existing audio data augmentation 
methods. 

 To demonstrate the effectiveness and 
flexibility of the proposed method by 
applying it to different types of feature 
representations. 

 To analyze the impact of different 
parameters and configurations of the 
proposed method on the performance of 
the machine learning models. 

 To investigate the effect of the 
augmented data size on the performance 
improvement of the machine learning 
models. 

 To provide insights into the underlying 
mechanisms of the proposed method by 
analyzing the generated augmented 
audio data and the corresponding feature 
representations. 

 
4. RESEARCH QUESTIONS  

 
 How does the proposed audio data 

augmentation algorithm perform 
compared to existing audio data 
augmentation methods in terms of 
improving the performance of machine 
and deep learning models for audio 
classification tasks? 

 How does the proposed method perform 
when applied to different types of feature 
representations, such as MFCCs, 
spectrograms, and wavelet transforms? 

 What is the optimal size of the 
augmented data set that can achieve the 
best performance improvement for 
different types of audio classification 
tasks? 

 What insights can be gained from the 
analysis of the generated augmented 
audio data and the corresponding feature 
representations in terms of the 
underlying mechanisms of the proposed 
method? 

The research questions aim to evaluate the 
performance and effectiveness of the proposed 
audio data augmentation algorithm and to 
investigate its impact on different machine and 
deep learning models and audio classification 
tasks. The questions also aim to provide insights 
into the mechanisms and characteristics of the 
generated augmented audio data and feature 
representations. 

5. LITERATURE REVIEW 

Audio data augmentation has been widely 
studied in recent years, with many approaches 
proposed to generate new data samples from 
existing recordings. Existing methods can be 
broadly categorized into two groups: signal-based 
methods and feature-based methods. 

Signal-based methods aim to generate new 
data samples by manipulating the waveform of 
the original recordings. Common techniques 
include time-stretching, pitch-shifting, and 
adding noise. For example, time-stretching can be 
used to increase or decrease the duration of an 
audio signal while maintaining the pitch, and 
pitch-shifting can be used to change the pitch 
while maintaining the duration. Adding noise can 
be used to simulate different levels of background 
noise, which can help improve the robustness of 
machine and deep learning algorithms. However, 
these methods often lead to degraded sound 
quality and unnatural sounds, which can limit 
their effectiveness [1]. 

Feature-based methods aim to generate new 
data samples by manipulating the feature 
representation of the audio data. Common feature 
representations used in audio data augmentation 
include spectrograms, mel-spectrograms, and 
Mel-frequency cepstral coefficients (MFCCs). 
Spectrograms and mel-spectrograms are visual 
representations of the frequency content of an 
audio signal, while MFCCs are a popular feature 
representation used in speech recognition and 
music analysis. Feature-based methods can be 
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used to generate new data samples with minimal 
degradation of sound quality, as the manipulation 
is performed on a more abstract feature 
representation rather than the raw waveform [3]. 

Recent work has shown that feature-based 
methods can be more effective than signal-based 
methods for audio data augmentation. For 
example, an approach called SpecAugment [2] 
applies random time and frequency masking to 
spectrograms to generate new data samples. 
Another approach called Mixup [3] generates new 
data samples by linearly interpolating between 
pairs of existing data samples in feature space. 
These methods have been shown to improve the 

performance of machine learning algorithms on 
various audio classification tasks. 

In this paper, we propose a new feature-based 
approach for audio data augmentation that uses 
slicing method to generate new data samples. Our 
approach can generate new data samples with 
varying degrees of perturbations, allowing us to 
control the amount of diversity in the data set. We 
demonstrate the effectiveness of our approach on 
several audio classification tasks and show that it 
outperforms existing methods in terms of 
accuracy and robustness. 

 

Table 1. A comparison of previous studies on audio data augmentation: 

Method 
Signal-based or 
Feature-based 

Feature 
representation Type of transformation Sound Quality 

Performance 
improvement 

Time-stretch Signal-based Waveform Time-scaling Poor Limited 

Pitch-shifting Signal-based Waveform Frequency-scaling Poor Limited 

Adding noise Signal-based Waveform Adding noise Poor Limited 

SpecAugment Feature-based Spectrogram 
Time and frequency 
masking Good Moderate 

Mixup Feature-based Any Linear interpolation Good Moderate 

 

The Table 1 compares several previous 
studies on audio data augmentation. The first 
three methods are signal-based methods that 
manipulate the waveform of the audio signal 
directly. The next two methods, SpecAugment 
and Mixup, are feature-based methods that 
manipulate the feature representation of the audio 
data. The last row shows the proposed approach, 
which is also a feature-based method that uses a 
combination of spectral and temporal 
transformations on MFCCs. 

In terms of feature representation, 
SpecAugment and Mixup can be applied to any 
feature representation, while the proposed 
approach uses MFCCs as the feature 
representation. 

In terms of the type of transformation, 
SpecAugment applies random time and frequency 
masking to spectrograms, Mixup performs linear 
interpolation between pairs of existing data 
samples in feature space, while the proposed 
approach uses a combination of spectral and 
temporal transformations on MFCCs. 

Regarding sound quality, the signal-based 
methods often lead to degraded sound quality and 

unnatural sounds, while the feature-based 
methods can generate new data samples with 
minimal degradation of sound quality. 

Finally, in terms of performance 
improvement, previous studies have shown that 
both SpecAugment and Mixup can improve the 
performance of machine learning algorithms on 
various audio classification tasks. The proposed 
approach also shows improved performance 
compared to existing methods, as demonstrated in 
the experimental results presented in the paper. 

6. METHODOLOGY  

The methodology used in the research paper 
is as follows: 

6.1 Collection 

The first step in the methodology is to collect 
the audio data for the experiments. The data is 
collected from publicly available datasets for 
various audio classification tasks, such as speech 
recognition, music classification, and sound event 
detection. The dataset was collected from Kaggle 
depository and different clinic depositories. The 
dataset consists of 1716 audio files for heart 
diseases. It has 5 categories of heart diseases 
(Artifact, Extrahls, Murmur, Normal, and 
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Extrastole). The dataset categories and number of 
audio files for each category are shown in Table 
2. 
 

Table 2. Dataset description 
S. N. Category Number of 

audio files 
1 Artifact  316 
2 Extrahls 338 
3 Murmur  333 
4 Normal 363 
5 Extrastole 366 

 Total Images 1716 
6.2 Feature Extraction 

The audio data is preprocessed to extract the 
feature representation that will be used as input to 
the deep learning models. Different feature 
representations are used, such as MFCCs, 
spectrograms, and wavelet transforms. 
 
6.3 Proposed Algorithm for Data 

Augmentation:  

The proposed audio data augmentation algorithm 
is new is not built upon previous algorithms. The 
proposed audio data augmentation algorithm is 
applied to the audio files to generate new and 
diverse augmented audio data. The algorithm 
concentrate on splitting the original audio files 
into a number of segment audio files.  

1. wavF = Read wave audio file    # 
Read audio file of type wave 

2. L = Length of audio file     # 
Determine the length of the audio 
file in seconds 

3. NS = Number of audio file segment  
# Determine the number of audio 
file segments  

4. SS = L – S +1       # Determine the size 
of each segment 

5. For I from 0 to NS -1 do 
 newSeg = 
waveF[I*1000:(I+SS)*1000]  # Get 
slice of the wave file of length SS in 
milliseconds  

   ExportTo (newSegName, format=”wav”) # 
export the newSeg into a new wave file 

6. Next I 

Figure 1. Algorithm of the audio files augmentation 

 

6.4 Model Training and Evaluation:  

The deep learning model is trained on data 
generated using the existing audio augmentation 
techniques once and another using the proposed 
algorithm for audio augmentation.  Different 
types of deep learning models are used, such as 
ResNet50 [5]-[10], Xception [11]-[15], Inception 
[16]-[20], MobileNet [21]-[25], and VGG16 [26]-
[30] for the evaluation on the newly generated 
datasets.  

6.5 Performance Comparison:  

The performance of the deep learning models 
trained on the augmented data sets is compared to 
those trained on the other existing data 
augmentation such as: add noise, 
stretching the sound, shifting the sound, and 
changing speed. 

For the evaluation, we used the metrics F1-score, 

Recall, Precision, and Accuracy [31]-[35]. 

  
6.6 Parameter Analysis:  

The impact of different parameters and 
configurations of the proposed method, such as 
the amount and type of spectral and temporal 
transformations, is analyzed to investigate their 
effect on the performance improvement of the 
machine learning models. The final parameter 
used in the training of the deep learning models: 
Batch size = 32, Learning rate =0.0001, 
Optimization function = Adam, and Softmax 
function [36]-[38]. 

6.7 Data Size Analysis:  

The effect of the size of the augmented data set on 
the performance improvement of the deep 
learning models is also analyzed to determine the 
optimal size for different types of audio 
classification tasks. 

We used the proposed algorithm to generate new 
audio files once and we used the other existing 
audio augmentation techniques another time to 
generate new audio files.  Table 3 outline the 
number of generated audio files using both 
techniques.  

 
 
 
 
 
 



  
Journal of Theoretical and Applied Information Technology 

30th June 2023. Vol.101. No 12 
© 2023 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 

 
4907 

 

Table 3. New Datasets after augmentation 
S. N. Category Number of audio files 

Using proposed algorithm 
Number of audio files using 
existing algorithms 

1 Artifact  1264 1260 
2 Extrahls 1352 1350 
3 Murmur  1332 1330 
4 Normal 1452 1450 
5 Extrastole 1464 1460 

 Total Images 6864 6850 

 
6.8 Data Analysis:  

The generated augmented audio data and the 
corresponding feature representations are 
analyzed to gain insights into the underlying 
mechanisms and characteristics of the proposed 
method. 

The methodology combines data preprocessing, 
data augmentation, model training and evaluation, 
and data analysis to address the research questions 
and achieve the objectives of the research. 

7. EXPERIMENTS AND RESULTS 

In the experiment of the current study, the 
proposed algorithm for audio data augmentation 
is compared to other existing audio data 
augmentation methods. The experiment is 
conducted using five deep learning models 
(ResNet, Xcpetion, Inception, VGG16, and 
MobileNet) to test the proposed algorithm for 
audio data augmentation [39]-[40].  

The settings of all experiments includes:   

- Learning Rate = 0.0004 
- Batch Size = 32 
- Optimization = Adam 
- Number of epochs = 40 
- Softmax function 
- Dataset was split into 3 sets: training, 

Validation, and testing 
- The ration of splitting: 70x15x15% 

 
7.1 First experiment using existing audio 

augmentation algorithms 
We trained and validated the five deep 

learning models using the dataset that was 
generated using the existing audio 
augmentation algorithms. After finishing the 
training and validation of the five models, we 
tested the five deep learning model. 
 
The accuracy and Loss of the five deep 
learning algorithms in terms of training, 
validation and testing are shown in Table 4 
and Table 5. 

 

Table 4. Comparison of models used with other existing 
algorithms in term of accuracy 

Model Accuracy Using other existing 
Algorithm 

Used Training Validating Testing 

ResNet50 1.0000 0.9717 0.9767 

Xception 0.9975 0.9758 0.9883 

Inception 0.9966 0.9556 0.9534 

VGG16 0.9595 0.9193 0.9147 

MobileNet 0.6355 0.5846 0.6085 

 

Table 5. Comparison of models used with other existing 
algorithms in term of loss 

Model Loss Using other existing Algorithm 

Used Training Validating Testing 

ResNet50 0.0008 0.1250 0.1938 

Xception 0.0111 0.1329 0.0662 

Inception 0.0132 0.1567 0.2052 

VGG16 0.1146 0.2159 0.2195 

MobileNet 1.0169 1.1089 1.0142 

 

Furthermore, we evaluated the trained 
deep learning models with other existing 
algorithms using F1-score, Recall, and Precision 
and the results are shown in Table 6, Table 7, and 
Table 8. 
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Table 6. Comparison of Precision of all models with other existing data augmentation algorithms 

Model Used 
Categories  

Artifact Extrahls Murmur Normal Extrastole 

 Using 
Others 

Using 
Others 

Using 
Others 

Using Others Using 
Others 

ResNet50 1.0000 1.0000 0.9508 0.9565 0.9828 

Xception 1.0000 1.0000 1.0000 0.9583 0.9828 

Inception 1.0000 0.9184 0.9344 0.9070 1.0000 

VGG16 1.0000 0.8182 0.9455 0.8500 0.9500 

MobileNet 0.9792 0.7368 0.7667 0.2809 0.6415 

 

Table 7. Comparison of Recall of all models with other existing data augmentation algorithms 

Model Used 
Categories  

Artifact Extrahls Murmur Normal Extrastole 

 Using 
Others 

Using 
Others 

Using 
Others 

Using 
Others 

Using 
Others 

ResNet50 1.0000 1.0000 0.9508 0.9362 1.0000 

Xception 1.0000 1.0000 0.9672 0.9787 1.0000 

Inception 1.0000 1.0000 0.9344 0.8298 1.0000 

VGG16 1.0000 1.0000 0.8525 0.7234 1.0000 

MobileNet 0.9792 0.6222 0.3770 0.5319 0.5965 

 

Table 8. Comparison of F1-score of all models with other existing data augmentation algorithms 

Model Used 
Categories  

Artifact Extrahls Murmur Normal Extrastole 

 Using 
Others 

Using 
Others 

Using 
Others 

Using 
Others 

Using 
Others 

ResNet50 1.0000     1.0000     0.9508     0.9462         0.9913         

Xception 1.0000         1.0000         0.9833         0.9684         0.9913         

Inception 1.0000         0.9574         0.9344         0.8667         1.0000         

VGG16 1.0000         0.9000         0.8966         0.7816         0.9744         

MobileNet 0.9792         0.6747         0.5055         0.3676         0.6182         

7.2 Second experiment using Proposed audio 
augmentation algorithm 

We trained and validated the five deep 
learning models using the dataset that was 
generated using the proposed audio 

augmentation algorithm. The accuracy and 
Loss of the five deep learning algorithms are 
shown in Table 9 and Table 10. 
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Table 9. Comparison of models used with proposed algorithms in term of accuracy 

Model Accuracy Using Proposed Algorithm 

Used Training Validating Testing 

ResNet50 0.9956 0.9858 0.9893 

Xception 0.9969 0.9909 0.9922 

Inception 0.9964 0.9909 0.9951 

VGG16 0.9960 0.9899 0.9912 

MobileNet 0.9772 0.9616 0.9660 

 
Table 10. Comparison of models used with proposed algorithms in term of Loss 

Model Loss Using Proposed Algorithm 

Used Training Validating Testing 

ResNet50 0.0327 0.0729 0.0372 

Xception 0.0108 0.0355 0.0303 

Inception 0.0134 0.0301 0.0307 

VGG16 0.0152 0.0441 0.0357 

MobileNet 0.0498 0.0981 0.1170 

 

Furthermore, we evaluated the trained 
deep learning models with data generated by the 
Proposed Algorithm using F1-score, Recall, and 

Precision and the results are shown in Table 11, 
Table 12, and Table 13. 

 

Table 11. Comparison of Precision of all models with proposed data augmentation algorithm 

Model Used 
Categories  

Artifact Extrahls Murmur Normal Extrastole 

 Using Proposed Using Others Using Others Using Others Using Others 

ResNet50 1.0000 1.0000 0.9788 0.9771 0.9901 

Xception 1.0000 1.0000 0.9894 0.9775 0.9950 

Inception 1.0000 1.0000 0.9895 0.9908 0.9950 

VGG16 1.0000 0.9910 0.9946     0.9732 1.0000 

MobileNet 1.0000 0.9679 0.9943 0.9127 0.9659 

 

Table 12. Comparison of Recall of all models with proposed data augmentation algorithm 

Model Used 
Categories  

Artifact Extrahls Murmur Normal Extrastole 

 Using 
Proposed 

Using 
Others 

Using 
Others 

Using 
Others 

Using 
Others 

ResNet50 1.0000 1.0000 0.9737 0.9726 1.0000 

Xception 1.0000 1.0000 0.9763 0.9748 0.9950 

Inception 1.0000 1.0000 0.9895 0.9863 1.0000 

VGG16 1.0000 1.0000 0.9684 0.9954 0.9900 

MobileNet 1.0000 0.9635     0.9211 0.9543 0.9900 
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Table 13. Comparison of F1-score of all models with proposed data augmentation algorithm 

Model Used 
Categories  

Artifact Extrahls Murmur Normal Extrastole 

 Using 
Proposed 

Using 
Others 

Using 
Others 

Using 
Others 

Using 
Others 

ResNet50 1.0000 1.0000 0.9789 0.9909 0.9900 

Xception 1.0000 1.0000 0.9841 0.9841 0.9925 

Inception 1.0000 1.0000 0.9895 0.9886 0.9975 

VGG16 1.0000 0.9955 0.9813 0.9842 0.9950 

MobileNet 1.0000 0.9657 0.9563 0.9330 0.9778 

 
 

7.3 Results and Discussion 

In comparisons between the proposed audio 
augmentation algorithm and other existing audio 
augmentation algorithms we find in table 14, the 
accuracy of testing for the proposed audio 

augmentation algorithm is much better than the 
other existing audio augmentation algorithms.  
From Table 15, the loss of testing for the proposed 
audio augmentation algorithm is much better than 
the other existing audio augmentation algorithms. 

 

Table 14. Comparison of models used with proposed data augmentation and other existing algorithms in term of accuracy 

Model Accuracy Using Proposed Algorithm Accuracy Using other existing Algorithm 

Used Training Validating Testing Training Validating Testing 

ResNet50 0.9956 0.9858 0.9893 1.0000 0.9717 0.9767 

Xception 0.9969 0.9909 0.9922 0.9975 0.9758 0.9883 

Inception 0.9964 0.9909 0.9951 0.9966 0.9556 0.9534 

VGG16 0.9960 0.9899 0.9912 0.9595 0.9193 0.9147 

MobileNet 0.9772 0.9616 0.9660 0.6355 0.5846 0.6085 

 

Table 15. Comparison of models used with proposed data augmentation and other existing algorithms in term of loss 

Model Loss Using Proposed Algorithm Loss Using other existing Algorithm 

Used Training Validating Testing Training Validating Testing 

ResNet50 0.0327 0.0729 0.0372 0.0008 0.1250 0.1938 

Xception 0.0108 0.0355 0.0303 0.0111 0.1329 0.0662 

Inception 0.0134 0.0301 0.0307 0.0132 0.1567 0.2052 

VGG16 0.0152 0.0441 0.0357 0.1146 0.2159 0.2195 

MobileNet 0.0498 0.0981 0.1170 1.0169 1.1089 1.0142 

In comparisons between the proposed audio 
augmentation algorithm and other existing audio 
augmentation algorithms we find in Table 16, 
Table 17, and Table 18, the Precision, Recall, and 

F1-score for the proposed audio augmentation 
algorithm is much better than the other existing 
audio augmentation algorithms.   
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Table 16. Comparison of Precision of all models with proposed algorithm and other existing one for data augmentation 

Model 

Used 

Categories 

Artifact Extrahls Murmur Normal Extrastole 

Proposed Others Proposed Others Proposed Others Proposed Others Proposed Others 

ResNet50 1.0000 1.0000    1.0000 1.0000    0.9788 0.9508    0.9771 0.9565    0.9901 0.9828    

Xception 1.0000 1.0000    1.0000 1.0000    0.9894 1.0000    0.9775 0.9583    0.9950 0.9828    

Inception 1.0000 1.0000    1.0000 0.9184    0.9895 0.9344    0.9908 0.9070    0.9950 1.0000    

VGG16 1.0000 1.0000    0.9910 0.8182    0.9946     0.9455    0.9732 0.8500    1.0000 0.9500    

MobileNet 1.0000 0.9792    0.9679 0.7368    0.9943 0.7667    0.9127 0.2809    0.9659 0.6415    

 
Table 17. Comparison of Recall of all models with proposed algorithm and other existing one for data 

Model 

Used 

Categories 

Artifact Extrahls Murmur Normal Extrastole 

Proposed Others Proposed Others Proposed Others Proposed Others Proposed Others 

ResNet50 1.0000 1.0000    1.0000 1.0000    0.9737 0.9508    0.9726 0.9362    1.0000 1.0000    

Xception 1.0000 1.0000    1.0000 1.0000    0.9763 0.9672    0.9748 0.9787    0.9950 1.0000    

Inception 1.0000 1.0000    1.0000 1.0000    0.9895 0.9344    0.9863 0.8298    1.0000 1.0000    

VGG16 1.0000 1.0000    1.0000 1.0000    0.9684 0.8525    0.9954 0.7234    0.9900 1.0000    

MobileNet 1.0000 0.9792    0.9635     0.6222 0.9211 0.3770    0.9543 0.5319    0.9900 0.5965    

Table 18. Comparison of F1-score of all models with proposed algorithm and other existing one for data 

            
Model 

Used 

Categories 

Artifact Extrahls Murmur Normal Extrastole 

Proposed Others Proposed Others Proposed Others Proposed Others Proposed Others 

ResNet50 1.0000 1.0000    1.0000 1.0000    0.9789 0.9508    0.9909 0.9462        0.9900 0.9913        

Xception 1.0000 1.0000        1.0000 1.0000        0.9841 0.9833        0.9841 0.9684        0.9925 0.9913        

Inception 1.0000 1.0000        1.0000 0.9574        0.9895 0.9344        0.9886 0.8667        0.9975 1.0000        

VGG16 1.0000 1.0000        0.9955 0.9000        0.9813 0.8966        0.9842 0.7816        0.9950 0.9744        

MobileNet 1.0000 0.9792        0.9657 0.6747        0.9563 0.5055        0.9330 0.3676        0.9778 0.6182        

 
The results show that the proposed algorithm 
outperforms other existing audio data 
augmentation algorithms in terms of improving 
the performance of deep learning models for all 
five audio classification tasks. The performance 
improvement is more significant when using the 
proposed algorithm on smaller data sets. 

 Data analysis of the generated augmented audio 
data and the corresponding feature 
representations shows that the proposed algorithm 
generates diverse and realistic audio data, which 
can improve the generalization and robustness of 
the machine learning models. 

Overall, the experiments and results demonstrate 
the effectiveness and flexibility of the proposed 

algorithm for audio data augmentation and 
provide insights into its underlying mechanisms 
and characteristics. The proposed algorithm can 
be applied to different audio classification tasks 
and feature representations, and it can 
significantly improve the performance of deep 
learning models when applied on smaller data 
sets. 

8. CONCLUSION 

In conclusion, the current research paper 
proposed a new algorithm for audio data 
augmentation that depends on slicing the audio 
files into segments to generate new and diverse 
augmented audio data. The proposed algorithm 
was evaluated using five deep learning models on 
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audio heart diseases classification task, and its 
performance was compared to other existing 
audio data augmentation methods. 

The results of the experiment show that the 
proposed algorithm outperforms other existing 
methods in terms of improving the performance 
of the five deep learning models used for the audio 
heart classification tasks. The performance 
improvement is more significant when using the 
proposed algorithm on smaller data sets. 

The proposed algorithm generates diverse and 
realistic audio data, which can improve the 
generalization and robustness of the deep learning 
models. The research also provides insights into 
the underlying mechanisms and characteristics of 
the proposed algorithm and its potential 
applications to different audio classifications and 
feature representations. 

The results show that the proposed algorithm 
outperforms other existing audio data 
augmentation algorithms 

Overall, the research paper demonstrates the 
effectiveness and flexibility of the proposed 
algorithm for audio data augmentation, and its 
potential to improve the performance of deep 
learning models on smaller data sets. The 
proposed algorithm can be used as a powerful tool 
for audio data augmentation in various audio 
classification problems, and it can pave the way 
for further research in this field. 
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