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#### Abstract

Estimating the 3D location of an object from a single camera is an important topic in the field of computer vision and computer graphics. The problem of transforming a 2 D point from a single image to a 3 D point is difficult unless it is located in the same plane, using an RGBD camera or at least using two images. Our study aims to discuss the perspective grid concept for estimating the 3D location of chair objects accurately on the floor surface using a single image from a cellphone camera. Our proposal to predict the 3D location of a single image from a camera goes through three experimental stages. First, setting the nine locations and four actual object orientations over the floor pattern in the room to get the bounding box position by utilizing the object detection pre-trained model. The second stage is the development of the perspective grid algorithm as a transformation of 2D points in the projected image to 3 D points on the floor plane. The third stage is predicting the optimal object location in the image from the lower left and lower right bounding box positions (assumed to be on the floor surface where the z value is 0 ) with a perspective grid approach, to be projected into a 3D location prediction value on the floor plane. Then we evaluate the calculation of the deviation of the average prediction error from nine actual object locations, each object location, and each object orientation. The average error deviation result is 6.47 centimeters. This shows that the results are quite accurate compared to the dimensions of the object and the area of the room.
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## 1. INTRODUCTION

Drawing using CAD applications not only make drawings concise, and beautiful scenery, but also easy to modify, and high reuse rate. If designers are proficient in CAD applications, they can increase their productivity when designing and drawing interior spaces.[1][2] Layout design activity on interior work, and architecture with CAD models of 2 D and 3 D objects that are defined according to object categories. Object models are generally rigid, stored in an image library in a large number of types and categories, and have a large storage capacity. The CAD model is a synthesis object that is made according to real objects, especially from the manufacturer. Current CAD applications have a rendering function with lighting techniques and textured surfaces that can produce
natural visualizations. Utilizing CAD models both 2 D and 3D provides convenience in automatic drawing [3] especially to get the room dimensions and layout settings that contain the various categories of objects needed. Placement of each CAD object model into a plane or drawing space is very easy by calling the name of the required category object and then placing the location on a defined surface area followed by the orientation and scale of the object.

Previous studies related to object detection for location estimation resulted in the classification and localization of category objects in image scenes. The cost of consumer-grade color and depth (RGBD) cameras, for example, the Microsoft Kinect, is widely used to reconstruct 3D indoor scenes at low cost [4]. Pose estimation is a complex job, it is easier to predict 6D poses from images produced by

| ISSN: 1992-8645 | www.jatit.org | E-ISSN: 1817-3195 |
| :--- | :--- | :--- |

RGBD cameras than from RGB cameras because 6 D poses are a complex combination of orientation estimation in the form of 3D rotation of an object (raw, pitch, yaw) and estimation of 3D coordinate locations (X, Y, Z) [5].

Estimating the location of objects from a single image is still a trend of study and application in the field of computer vision and computer graphics in the last decade.[6]. Location estimation can be achieved using more than one image, tend to use cameras with additional depth values, or stereo cameras. But until now 3D perception can be achieved with just one image accurately to be something interesting.

The use of one camera is still a major problem in this study, namely the accuracy of predicting the location of 3D objects from a single image. Izadinia's approach to positioning and scaling objects in a room is iteratively optimized to match the input photo to the rendered scene, the trained image comparison metrics are used through a deep convolutional neural net. The study was carried out through 3d scene generation to match the location and orientation of objects.[7] [8] It does not yet show a 2 D transformation to a 3 D coordinate location.

2 D to 3 D transformation is the process of accurately transforming 2 D image coordinates into 3D coordinates in real space. Unlike the pinhole camera process, a perspective projection process from 3D points in space becomes 2D points in the image. One of the requirements for finding a 3D location using a single camera is that the size of the object in the image that needs to be estimated must be known or the object is on the same surface.

Objects in the image may have different sizes when the object's distance from the camera changes, including the object's orientation changes. To understand the location of objects, it's easier to estimate the 3D location of a ball. Because with different orientations from the same distance, they would theoretically have the same size.

In the field of computer science and computer graphics, the problems above are technically related to the problem of 3D reconstruction based on CAD models from a single image [9], search or object recognition related to the classification or detection of objects in the image through a bounding box, segmentation so that the location of the object in the image is known. The use of one camera with a deep learning approach has been a trend of study since the last decade.

Another problem with using the deep learning method is that it requires a dataset with a large enough amount of data for training - testing
and requires speed performance and memory capacity, in some cases using augmented techniques to overcome data shortages. To overcome this, we can use a pre-trained object detection model and utilize the position of the bounding box on objects that are recognized in the image.

The objective of this research is to predict the location of objects, we propose to apply the perspective grid method, which is usually used by painters or engineering designers, to visually embody ideas in the form of models.

In this research, we will use the best method from several pre-trained object detection models. Using an object detection model so that category objects can be identified and the location of the bounding box in the image can be identified. The use of the pre-trained model is an efficient step but its effectiveness is chosen from several pre-trained models that tend to be used by various studies.

Our research mainly provides novelty in the form of combining the use of the CNN method and the perspective grid model approach. The CNN method is used for object recognition and 2 D location estimation in the form of bounding box locations from a single image, then followed by a perspective grid approach to estimate object locations on the floor surface based on bounding box location predictions. Our contribution is an algorithm to calculate the transformation from one image's 2D coordinates to the 3D location coordinates $(z=0)$ of a chair object on the floor.

## 2. RELATED WORK

### 2.1. Object Detection

Object detection is an application in computer vision that is most common in all walks of life to use, such as driverless car applications that can detect roads, objects in front of blocking vehicles and traffic signs, to count the number of people in a crowd or the number of ends stacked iron in a round or square shape. Other applications include text detection, face detection, pedestrian detection and remote sensing target detection. Object detection combines classification and localization. The input is an image that contains one or more objects. The output is the result of predicting the location of the object with the bounding box and the classification of objects from each bounding box.

According to Zou and friends,[10], object detection has gone through two historical periods, the first before 2014 is called the traditional object detection period, namely: HOG Detectors, Viola Jones Detectors, and Deformable Part-based Model
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(DPM). Several important data sets and benchmarks have been used in the last two decades, including the utilization of MS-COCO, PASCAL VOC, ImageNet, etc. Second, after 2014 it is called the detection period based on deep learning. There are two types of CNN-based methods: first, CNN-based two-stage detectors: RCNN, Fast-RCNN, FasterRCNN, Spatial Pyramid Collection Network (SPPNet), Feature Pyramid Network (FPN); and second, CNN-based single-stage detectors: You See Only Once (YOLO), Single Shot MultiBox Detector (SSD), RetinaNet, CenterNet. These models have previously been trained and used as benchmarks to refine existing models or test models.

### 2.2. Camera Calibration for Perspective

 Transformation.Camera calibration required to capture geometric images is the first step for many computer vision and graphics tasks, from 3D reconstruction to image metrology to photographic editing.[11] The use of imagery for 3D location determination has been carried out based on camera calibration[12][13], Lopez uses a Deep image calibration camera which can recover from extrinsic (tilt, roll) and intrinsic parameters (focal length and radial distortion) problems from a single image [14] such as barrel distortion and pincushion distortion. (figure 1).[15]


Figure 1. Radial distortion of a rectangular grid. Left, Middle, Right: No distortion. Barrel distortion. Pincushion distortion.

Park took the first step in the form of calibrating the camera under perspective projection [16] for intrinsic parameter calculation by calculating the relationship between the 3D world in the camera coordinate system and the 2D pixel coordinates in the image. Next uses the object segmentation algorithm to find the desired object, measures the size of the object, and after that uses the object size and the location of the object's center to estimate the 3D location using the intrinsic parameters obtained in the first step.

In another study, the perspective projection method was applied to the transformation of a 2 D image plane into 3D coordinates and the estimation of a single image location was carried out through a
direct linear transformation.[17][18][19]. Estimation of 6D poses from a single RGB image by first establishing a 2D-3D correspondence between the coordinates on the image plane and the object coordinate system, and then applying the variants of the PnP , homography, and RANSAC algorithms. [20][21]

The perspective projection [22] where reference distances are measured or assumed from features such as road markings or standard lane widths [23][24], combined with the 'vanishing points' where parallel lines meet in the image domain, provide parameters that allow camera calibration through algorithmic optimization [25].

Perspective projection and scale factor are handled by remotely mapping the corresponding image and real-world coordinates via homography (projection transformation).[26] Projective transformation is a technique of registering an image related to a reference image (fixed data) which is used to map a new location to the output image from the moving data pixel location (input image). Projective Transform is used to capture image angles and correct image distortions.[27]

The perspective transformation from 2D to 3D tends to use at least two images even from a single camera. The perspective grid approach on the image plane has not been used directly in the image to transform into 3D coordinates for one surface plane. Alberti's perspective grid is used as the basis for painting depictions and 3D designs [28] (see figure 2 ) in the fields of architecture, interiors, and engineering. The vanishing point of a single view image is used for the synthesis view and depth estimation [29], Composition sensitive photo capture application is used to detect dominant vanishing points in natural scenes.[30].


Figure 2. Alberti's Perspective Grid.
Currently, the research trend is to estimate the location through camera calibration using a reference medium in the form of a chessboard box. In general, it is used to estimate small objects and determine 3D shapes, but it is still not large enough to determine the size of furniture objects in the room.

Our approach develops a 2D coordinate transformation model from Alberti's perspective concept with 6 reference points on the floor plane. Our study aims to obtain a perspective grid transformation model with an accurate interpolation approach to the indoor floor field of a single image. The benefits of estimating the location of objects on the floor surface as a basis for placing CAD model objects in 3D depictions of interior/architecture fields as well as information on the location of objects for the robotic field.

## 3. METHODS



Figure 3. Research Step
Our proposal aims to produce accurate estimates of object locations in images that are above the floor surface from the direction of the camera position using a perspective grid-based object detection approach. In this study, we used two kinds of datasets, namely primary and secondary datasets. The primary dataset is generated by setting the location of a chair object in space above the floor surface. The secondary dataset is used for the object detection process.

The discussion of the methods we use is as follows: The first step is setting the layout and creating the input image of the chair object. The second is the detection of category objects in images using pre-trained models and available datasets (COCO and Pascal VOC) and for generating 2D bounding box position parameters. The third is the formation of a perspective grid coordinate system on the image based on 6 reference points which form three line equations to get one vanishing point. The fourth determines the 2D location of the chair object in a single image used for transformation from 2D to 3 D position on the floor surface and the fifth determines the 3D location on the floor surface, where the x value uses the comparison equation of 2
congruent triangles, the $y$ value through Newton's interpolation equation, and the z value has a value of 0 from the position representation of the bottom left and bottom right of the Bounding box. The object location is a point based on the 3D CAD model from the camera direction.

### 3.1. Layout setting.

The aim is to get the coordinates of the object's location in the photo image by utilizing the bounding box values of the lower left corner and lower right corner which indicates the location above the floor surface. Currently, there are 36 labeled images available (chair and bounding box location), from 1 chair object with the location arranged in a $3 \times 3$ location matrix at 1.5 -meter intervals with the assumption that it will get a more robust interpolation pattern. Each location with 4way orientation.

Making the input image requires setting the location of a chair object in space above the floor surface with a $40 \times 40 \mathrm{~cm}$ tile pattern (requirements that the pattern is sufficiently visible and easy to calculate up to a distance of 8 meters). The utilization of tile patterns is intended to facilitate setting the actual size of the location of the category object from the camera location. Objects in the image are on the floor where the accuracy of the object's location will be measured from the camera's location, arranged in a $3 \times 3$ pattern, and each location is 80 cm to the side and 160 cm in the direction of the camera. The dimensions of the effective surface area of the floor used are $240 \times 600$ cm square including the camera position to the nearest object location 200 cm away.

Each location is made of 4 orientations with an interval of 90 degrees. The pattern settings are set with the aim of being seen in the cellphone camera. This arrangement becomes a reference for the formation of a perspective grid and the creation of a primary dataset used for object detection testing and for determining the location of objects on the floor surface. Making the primary dataset produces 72 images annotated with the actual data bounding box.

In this section, we first discuss methods for estimating 3D locations from images in the form of object detection in the form of pre-trained models, namely: centerNet, SSD, and Yolov3 with Resnet50 and darkNet architectures from $2 \mathrm{MS}-\mathrm{COCO}$ and Pascal-VOC datasets. The following discusses the perspective grid concept for transforming from 2D points to 3 D points on a surface plane.

The relationship between the camera direction and the vanishing point on the horizon line
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(skyline), where the vanishing point is on a vertical line in the center of the image field (camera screen), then the vanishing point outside the image field will be on the vertical line (center of the earth towards the sky) and vertical straight plane (flat). There are 3 directions of view to see objects from above the surface normally in human view. (Figure 4).


Figure 4. Alternate direction of the camera a. the missing point is on the horizon line of the screen, $b$. the missing point between the screen horizon line and the upper boundary line of the screen, $c$. the missing point is on the upper screen boundary line.

The approach to converting image point values into points on the floor plane of the room as shown in Figure 4 shows the pixel points in the image projected to be points on the floor plane in space with a value of $z=0$. The missing point projection shows the $x$-ordinate on the bottom boundary line of the image and the projection of the floor line horizontally shows the $y$-ordinate on the side boundary line of the image.

Formation of a perspective grid pattern by taking a photo of the floor surface in a room with a $40 \times 40 \mathrm{~cm}$ floor grid pattern. The camera settings are made at a height of 1.5 meters using a tripod. The camera uses a tripod as support. The camera is directed to the bottom half of the screen as far as 1.5 meters from the closest object.

### 3.2. Object Detection and Bounding Box with a pre-trained model

The use of the concept of transfer learning in pre-trained object detection models aims to predict the location of objects in the image ( $x^{\prime}, y^{\prime}$ ). The location of the object is searched using the lower left and lower right bounding box positions, assuming both are located on the floor surface ( $z^{\prime}=0$ ). The three object detection methods, namely CenterNet, SSD, and Yolov3 respectively use the MS-Coco and Pascal VOC datasets which contain 'chair' category objects with the object code of MS COCO being '56' and the object code of Pascal VOC being ' 8 '.

Three pre-trained models to choose the best one. The detection method used as a model is practical and easy to use. Models sourced from the MXNet GluonCV toolkit library (https://cv.gluon.ai/) namely: SSD, CenterNet, and Yolov3. Implementation of pre-trained object detection models to determine the position of objects on the lower left and lower right of the bounding box from the object detection method on the floor surface. using three object detection pretrained models from the MXNet GluonCV toolkit (https://cv.gluon.ai/), namely: SSD, CenterNet, and Yolov3.

Bounding boxes can be generated from object detection models, in this case using 3 models [SSD, CenterNet, Yolov3] using the Resnet and Darknet architectures from the 2 available datasets [MS COCO, Pascal VOC] for chair category objects. The Architecture Model and Dataset from the MXNet GluonCV toolkit. The method and dataset produce 6 kinds of combinations. The results of the 6 combinations to get the best-estimated value from testing the location of the chair category object using 36 test images, namely:

1. 'ssd_512_resnet50_v1_coco',
2. 'center_net_resnet50_v1b_coco'
3. 'yolo_darknet53_coco'
4. 'ssd_512_resnet50_v1_voc'
5. 'center_net_resnet $\overline{5} 0 \_\bar{v} 1 \mathrm{~b}$ _voc'
6. 'yolo_darknet53_voc'

Average Precision (AP) is defined as the average detection precision at different draws and is usually evaluated categorically. AP is the most frequently used evaluation for object detection in recent years. Average AP (mAP) averaged across object categories is typically used as a metric to compare final performance across object categories

As a result of the popularity of the MSCOCO data set after 2014, there has been a shift in metrics as researchers began to pay more attention to the accuracy of bounding box locations. In addition to a fixed IoU threshold, at some IoU thresholds, the MS-COCO AP averages between 0.5 (coarse localization) and 0.95 (perfect localization), resulting in more accurate and possibly critical localization of objects.

Intersection over union (IoU) is used to measure the accuracy of object localization, checking whether the IoU between the prediction box and the basic truth box is greater than a predetermined threshold. In this study using IoU $>=$ 0.5 . Despite changes in the use of metrics, evaluation of object detection with VOC/COCObased mAPs is still the most frequently used metric.

However, for studies that test an object, the AP category is an option.

### 3.3. Formation of the Perspective Grid

The process of transforming object coordinates in the image into 3D coordinates on the floor surface uses the perspective grid concept algorithm[31]. The perspective grid is formed by the intersection of two lines. These two lines are respectively represented by the equations $a 1 x+b 1 y$ $+\mathrm{c} 1=0$ and $\mathrm{a} 2 \mathrm{x}+\mathrm{b} 2 \mathrm{y}+\mathrm{c} 2=0$. The intersection points of the two lines are as follows:

$$
\begin{align*}
& a_{1} x+b_{1} y+c_{1}=0  \tag{1}\\
& a_{2} x+b_{2} y+c_{2}=0  \tag{2}\\
& x=\frac{\left(b_{1} c_{2}-b_{2} c_{1}\right)}{\left(a_{1} b_{2}-a_{2} b_{1}\right)}  \tag{3}\\
& y=\frac{\left(a_{2} c_{1}-a_{1} c_{2}\right)}{\left(a_{1} b_{2}-a_{2} b_{1}\right)} \tag{4}
\end{align*}
$$



Figure 5. Perspective Grid Formation
The perspective grid approach is depicted on the floor surface built from one vanishing point through 6 reference points which are camera calibrations without geometry correction due to radial (barrel) distortion. Based on the floor grid from the camera view as reference points $1,2,3,4$, 5, and 6 namely: $\mathrm{P}[1,0], \mathrm{P}[3,0], \mathrm{P}[5,0], \mathrm{P}[1,1]$, $\mathrm{P}[3,1], \mathrm{P}[5,1]$ are defined manually directly on the image as shown in Figure 5. Then 3 guidelines are made from reference points 1 and 2, points 3 and 4, and points 5 and 6 . The combination of intersections of the three lines will produce 3 intersection points which on average produce a vanishing point (ph).

Reference points 1, 2, and 3 are fixed, while points $4(\mathrm{P}[1,1]), 5(\mathrm{P}[3,1])$, and $6(\mathrm{P}[5,1])$ need to be redefined as follows: Find the point $\mathrm{P}[3,1]$ from the intersection of the line L 1 from Ph to $\mathrm{P}[1,0]$ and
the reference point 4 to reference point 5 produces $\mathrm{P}[1,1]$. Then line L3: Ph to $\mathrm{P}[3,0]$ and line reference point 4 to reference point 5 gives $\mathrm{P}[3,1]$ '. Then line reference point 5 to reference point 6 with line L5: Ph to $\mathrm{P}[3,0]$ and line Ph to $\mathrm{P}[5,0]$ gives $\mathrm{P}[3,1]$ " and point $\mathrm{P}[5,1]$. And from $\mathrm{P}[3,1]^{\prime}$ and $\mathrm{P}[3.1]$ ", the midpoint is $\mathrm{P}[3,1]$.

Next line L2: Ph to the point of intersection at $\mathrm{P}[2,0.5]$ from the result of the intersection of line $\mathrm{P}[1,0]$ to point $\mathrm{P}[3,1]$ with line $\mathrm{P}[1,1]$ to point $\mathrm{P}[3$, 0 ]. From the L2 line, it will produce points $\mathrm{P}[2,0]$ and $\mathrm{P}[2,1]$ respectively, which are obtained through the intersection with the line $\mathrm{P}[1,0]$ to $\mathrm{P}[3,0]$ and line $\mathrm{P}[1,1]$ to $\mathrm{P}[3,1]$.

To get the line L0: Ph to x 0 , it is necessary to find the point in $\mathrm{P}[0,2]$ which is formed from the intersection of the lines $\mathrm{P}[2,0]$ to $\mathrm{P}[1,1]$ and the lines $\mathrm{P}[3,2]$ to $\mathrm{P}[1,2]$. Point $\mathrm{P}[3,2]$ is the result of the intersection of line L 3 with line $\mathrm{P}[1,0]$ to $\mathrm{P}[2,1]$, and point $\mathrm{P}[1,2]$ is generated from the intersection of line L1 with line $\mathrm{P}[3,0]$ to $\mathrm{P}[2,1]$.

Likewise, taking the lines L4 and L6 can be done in the opposite direction (mirror from L3) in the same way as numbers 2 and 3, this results in points: $\mathrm{P}[4,0], \mathrm{P}[4,1]$. After that, an algorithm for forming a perspective grid is created so that all the points needed are obtained.

### 3.4. Object Locations in 2D Image



Figure 6. 3D CAD model with a center point (red circle) from the top view (left) and 3D view (right)

The location of an object in a 2D image is the center point of the object in the image as a determinant of the transformation to 3D. The shape of a real object in the representation of the CAD model is seen to be in the plane of the floor surface $(\mathrm{z}=0)$. Or from above the object with the object center point xo, yo set to be at the center point of the circle (red dot in figure 6). An illustration of a 3D chair being limited by a bounding box frame.

The transformation from 2 D points on the image to 3D points on the floor surface, where the 2 D points as the original points of the object are
obtained through the prediction line approach y based on a constant. The constant is obtained from the ratio of the proportion of the distance $h$ from the bottom boundary line of the bounding box to the horizontal line. This horizontal line is formed through the midpoint of the object at point c (see figure 7) with the vertical distance from the vanishing point $\left(\mathrm{x}_{\mathrm{v}}, \mathrm{y}_{\mathrm{v}}\right)$ to the bottom boundary endpoint of the bounding box ( $\mathrm{xL}, \mathrm{yL}$ ). Prediction X (xc), obtained through the vertical line between the left and right bounding box boundaries on the prediction line y (yc).
$x_{c}=\frac{\left(x_{L R}-x_{L L}\right)}{2}$
$h=\frac{1}{f_{n}}\left(y_{L}-y_{v}\right)$
$y_{c}=y_{L}-h$
The projection from the vanishing point through point c to the ground line (GL) will produce a predicted x value. The projection from point c to the vertical line will produce a predicted y value through the interpolation approach.


Figure 7. 2D object center point (c) and vanishing point perspective projection
By knowing the reference approach to the depiction of perspective projections where the boundary of the FoV (field of view) is the actual size scale. So that the image points on the floor plane can be projected from the vanishing point to the lower boundary line of the FoV plane.


Figure. 8. Approach of two congruent triangles for the value of $X_{p}$ and the interpolation equation for the value of $Y_{p}$.

The projection from the vanishing point to the lower boundary line of the image plane forms a triangle, therefore the pixel distance in the image can
be equated with the distance on the floor plane through a similar triangle equation approach or a linear equation:
$\frac{x_{p}}{x_{i p}}=\frac{x_{a w}}{x_{i a}}$
$x_{p}=\frac{x_{i p}}{x_{i a}} x_{a w}$
Where is: $x_{p}$ is $x$ Prediction,
$x_{a w}$ is an Actual floor width is 40 cm
$x_{i p}=x$ predictive image
$x_{i a}=$ actual floor width on the image
Y prediction is obtained from calculating the predicted y value in the image and then projecting it to the $y$ sum with the Newton interpolation approach. Newton's divided differences interpolation: [32]

$$
\begin{align*}
& f_{n}(x)=b_{0}+b_{1}\left(x-x_{0}\right)+\cdots+b_{n}\left(x-x_{0}\right)(x- \\
& \left.x_{1}\right) \ldots\left(x-x_{n-1}\right)  \tag{10}\\
& f_{n}(x)=b_{0}+\sum_{i=1}^{n} b_{i} \prod x-x_{i-1}  \tag{11}\\
& \quad \text { Where: } \\
& b_{0}=f\left(x_{0}\right)  \tag{12}\\
& b_{1}=f\left[x_{1}, x_{0}\right]=\frac{f\left(x_{1}\right)-f\left(x_{0}\right)}{x_{1}-x_{0}}  \tag{13}\\
& b_{2}=f\left[x_{2}, x_{1}, x_{0}\right]=\frac{f\left[x_{2}, x_{1}\right]-f\left[x_{1}, x_{0}\right]}{x_{2}-x_{0}}  \tag{14}\\
& \quad \ldots \\
& b_{n}=f\left[x_{n}, x_{n-1}, \ldots, x_{1}, x_{0}\right]=  \tag{15}\\
& \frac{f\left[x_{n}, x_{n-1}, \ldots, x_{2}, x_{1}\right]-f\left[x_{n-1}, x_{n-2}, \ldots, x_{1}, x_{0}\right]}{x_{n}-x_{0}}
\end{align*}
$$

### 3.5. 3D Location Estimation Above Floor Level

Like 2D location estimation, based on the analysis of the perspective grid model from the vanishing point in the direction of the line to the lower boundary line of the image and the horizontal lines formed from the perspective grid to the vertical line of the image boundary.

The predicted coordinates consist of an $x$ or $x_{p}$ ordinate and a $y$ or $y_{p}$ ordinate. The $x_{p}$ ordinate is obtained from the ratio of similar triangles [33] resulting from the projection of the vanishing point to the reference point. The yp ordinate is calculated by using the interpolation method. The interpolation approach uses Newton's divided methods.

## 4. EXPERIMENT RESULTS AND DISCUSSIONS

### 4.1. Object Detection and Bounding Box

The results of object detection testing using the Intersection of Union (IoU) between the actual bounding box and the predicted bounding box are shown in Figure 8, and the level of accuracy by
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measuring the Average Precision (AP) from Lower Left and Lower Right Corner Accuracy.

The object detection approach uses 3 pretrained models with 2 datasets containing chair objects each. All models are compared based on IoU and Precision values ( 1 object category) and the average distance of the lower left and lower right coordinates between the actual and predicted bounding boxes.


Figure. 9. Object Detection Result; (a) SSD, (b)
CenterNet, (c) Yolov3. Kolom kiri MS-Coco dan kolom kanan Pascal VOC.

In table 1. The results of experiments on 36 test images of the n value indicate the number of correctly detected and positive (TP). the highest average IoU value uses the Yolov3 method with a COCO dataset of $n$ as many as 32 images, namely $91.9 \%$ followed by the SSD method with a COCO of $89.1 \%$ with 32 images of TP value and the CenterNet method with a COCO of $87.07 \%$ with 31 images with TP value.

Table 1. Average IoU, AP, deviation from $L \& R$ Bottom of Bounding Box

| Model | TP | Avg. <br> IoU | AP | $\mathbf{A v g}_{-}$ <br> $\operatorname{dev} \mathbf{L}$ | Avg <br> $\operatorname{dev} \mathbf{R}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| SSD- <br> COCO | 32 | $89.17 \%$ | $93.94 \%$ | 22.81 | 22.54 |


| CenterNet <br> -COCO | 31 | $87.07 \%$ | $91.12 \%$ | 17.41 | 20.85 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Yolov3- <br> COCO | 32 | $91.90 \%$ | $96.50 \%$ | 24.52 | 21.66 |
| SSD- <br> VOC | 32 | $79.68 \%$ | $84.27 \%$ | 35.05 | 36.19 |
| CenterNet <br> -VOC | 29 | $86.15 \%$ | $96.45 \%$ | 27.06 | 23.90 |
| Yolov3- <br> VOC | 22 | $82.78 \%$ | $91.06 \%$ | 35.67 | 31.50 |

The Average Precision (AP) value of the number of images detected with the highest true positive was using the Yolov3 method with a COCO dataset of $96.50 \%$ and slightly different from the CenterNet method with a Pascal-VOC dataset of $96.45 \%$, followed by the SSD method with a COCO dataset.

The results of the lowest average deviation of the lower left bounding box position and the smallest average deviation of the lower right bounding box position were produced by the CenterNet pre-trained model method with the COCO dataset, namely 17.41 cm and 20.86 cm . These results are from 31 images with the Truepositive category from 36 test images.

So that the next implementation of object detection uses the Yolov3 method with the MSCOCO dataset to produce a predicted bounding box position. The 36 test images produced: 32 images in the True-positive category, 2 True-Negative images, and 2 False-Positive images, so the implementation uses 34 images with 2 clean data (TN).

In figure 10 , a deviation value of 0 indicates the bounding box's vertical boundary coincides with the actual bounding box's vertical boundary. A deviation value of more than 0 indicates that the bounding box's vertical boundary is to the right of the actual vertical boundary, and vice versa.


Figure. 10. Deviation Lower Left \& Deviation Lower Right of Bounding Box using Yolov3 - COCO dataset

The graph shows the numbers showing the tendency of the prediction bounding box deviation to the right, especially the lower right point. This could be caused by the limitations of the Yolov3 model with MSCOCO, lighting effects, camera quality, and the location of objects in the room.

## 4. 2. Perspective Grid

The perspective grid implementation initially displays a photo scene of a chair object in space (figure 11. a), followed by manually defining 6 reference points (green color) (figure 11. b).


Figure. 11. Perspective Grid Result for testing
The six reference points must be exactly where the floor lines intersect. After that, three lines are formed, each of which is generated from two reference points. So that the three lines will produce three vanishing points, then be averaged to one vanishing point (figure 11. c). After that, correct the projection line from the vanishing point to the reference point, in the form of two yellow lines and one orange line. Furthermore, the process of forming a perspective grid is shown in Figure 11. d.

### 4.3. Predict Object Location with Perspective Grid

Determination of constant parameters with the approach of the 2 nd order Newtonian interpolation equation from the vanishing point using the divisor constants for $\mathrm{f} 0, \mathrm{f} 1$, and f 2 namely 8,12 , and 14 in the direction of $\mathrm{x} 0, \mathrm{x} 1$, and x 2 in the form of distance values of $240,400,560 \mathrm{~cm}$ perpendicular to the direction camera.

The results of the left and right boundaries of the bottom bounding box are used as a reference for
calculating the location of the center point of the chair object in the image. The location is located at the intersection of floor lines. Based on equations (5), (6), and (7) implemented using 34 images, the average error is obtained as shown in table 2.


Figure. 12. (a) Perspective grid and Bounding Box Result with Yolov3 and MS-Coco, (b) $2 D$ position (red point)

Table 2. Min, Average, MAE, Max value from Average
$d x, d y, d R$

|  | $\mathbf{d x}$ | $\mathbf{d y}$ | $\mathbf{d R}$ |
| :---: | :---: | :---: | :---: |
|  | cm | cm | cm |
| Min | 0.02 | 1.01 | 1.37 |
| Average | $\mathbf{0 . 4 7}$ | $\mathbf{1 . 0 8}$ | $\mathbf{6 . 4 7}$ |
| MAE | 2.25 | 5.72 | 6.47 |
| Max | 6.29 | 17.93 | 18.03 |

The measurement error between the predicted location of the chair object compared to the actual location on the floor surface (table 2), namely: the average difference of $6.47-\mathrm{cm}$ from the value of dx is $0.47-\mathrm{cm}$ and dy is $1.08-\mathrm{cm}$. When compared to the dimensions of a chair object that is more than 50 cm (length, width, height), that is, dx is less than $0.94 \%$ and dy is less than $2.16 \%$.

These results are consistent with the research objective of predicting the location of chair objects on the floor surface by achieving significant accuracy using a single image through the object detection approach and the perspective grid concept.

Table 3. $d x, d y, \& d R$ Average Error per Location

| Matrix <br> Location | xa, ya | Adx | Ady | AdR |
| :---: | :---: | :---: | :---: | :---: |
|  | cm | cm | cm | cm |
| 1,1 | $-80,240$ | 4.17 | 2.66 | 4.94 |
| 1,2 | 0,240 | 2.01 | 4.71 | 5.12 |
| 1,3 | 80,240 | 2.69 | 5.04 | 5.71 |
| 2,1 | $-80,400$ | 1.87 | 2.81 | 3.37 |


| 2,2 | 0,400 | 2.22 | 5.90 | 6.30 |
| :---: | :---: | :---: | :---: | :---: |
| 2,3 | 80,400 | 2.86 | 4.59 | 5.41 |
| 3,1 | $-80,560$ | 1.55 | 8.66 | 8.80 |
| 3,2 | 0,560 | 1.46 | 7.05 | 7.20 |
| 3,3 | 80,560 | 0.87 | 11.93 | 11.96 |

Viewed per location point in table 3, the biggest average difference for the x -axis is found at the location that is in the front row of the camera closest to the left, which is 4.17 cm . the biggest difference for the $y$-axis is in the location which is in the third row from the right camera. For the smallest average, the difference in distance between the predicted location and the actual location is 3.37 cm in the middle location on the left.

$$
\text { Table 4. } d x, d y, \& d R \text { Average Error per Orientation }
$$

| Orientation | $\mathbf{d x}$ | $\mathbf{d y}$ | $\mathbf{d R}$ |
| :---: | :---: | :---: | :---: |
|  | cm | cm | cm |
| $0^{0}$ | 1.60 | 5.69 | 5.90 |
| $90^{0}$ | 2.21 | 6.30 | 6.68 |
| $180^{0}$ | 2.53 | 7.78 | 8.19 |
| $270^{0}$ | 2.61 | 3.33 | 4.23 |

The largest average difference in distance between the predicted location and the actual location of 11.96 cm is in the third row on the right but has the smallest difference in $x$ value, namely 0.87 cm . This shows that the change between locations is not linear.

This condition can be caused by the quality of the point density on the surface of the camera, differences in uneven lighting reception from the left in front of the object and the right behind the object which is more dominant and affects objects and shadows on the floor, and the determination of constant parameters is not quite right.

Viewed per object orientation (table 4), object orientation is facing the camera $\left(0^{0}\right)$ with the smallest difference in x value and the second smallest difference in average distance. Object orientation towards the right from the camera $\left(270^{\circ}\right)$ has the largest average difference but has the smallest average distance difference of 4.23 cm . Although the orientation is towards the left $\left(90^{\circ}\right)$ as a reflection of the orientation to the right, the smallest average distance difference is in third place. This could be due to the difference in the direction of lighting from the right side of the camera which is more dominant.

## 5. CONCLUSIONS AND FUTURE WORK

In this paper, we have reviewed the estimation of object locations from single images using deep learning methods in recent years. Location of 3D objects to be used to construct 3D through a drawing of CAD models. This review focuses on different 2 D to 3 D transformation methods. We use the perspective grid concept approach by utilizing previously trained object detection methods to obtain predictions of object locations from the parameter bounding box.

In this work, we show how to determine the 2D location of a known object category from a single view, through a perspective grid approach to predict 3D locations, we transform 2D coordinates into 3D coordinates. Our method estimates a fairly accurate 3D location through 6 reference points in the image without additional depth values or the use of more than one image or stereo camera.

One future direction is to explore our method with more than one object category, automatically determining the constant parameters of the interpolation equation both for determining the predicted y values at locations in the image and for calculations on the floor surface. Another way is to explore our method in the video, which requires the use of temporal information and can enable the prediction of object location and velocity effectively in the future. Improve the level of accuracy by developing a category-specific object dataset as needed with sufficient numbers for training and testing the method of direct object detection (not pre-trained).

And the research requires accurate object location predictions including predictions of 3D (indoor) spatial shapes to be implemented in the field of robotics, autonomous cars, surveillance cameras, and mapping surveys using drones. Continuing research on the other side of pose estimation predicts the orientation of category objects in space from the camera direction based on a perspective grid.
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