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ABSTRACT 
 

This article considers the issues of managing the operational risks of a credit institution arising in the process 
of using information technologies. To manage operational risks associated with the use of IT in banks, the 
authors propose methods based on the use of artificial neural networks. The decisive stage in operational risk 
management is the collection and intellectual analysis of data. At this stage, hazards become risks that can 
be implemented into the logic of managerial decision-making. Optimal IT risk management involves online 
monitoring of numerous parameters that affect the possibility of risks and determine their consequences. The 
risks that banks face using IT solutions extend to third-party IT providers that many banks rely on for cloud 
storage and other services. These systems can slow down or fail, preventing customers from accessing ATMs 
or mobile apps. Even the speed of a technological change creates operational risk. In connection with the 
above, the automation of operational risk management based on the use of intelligent technologies is one of 
the most urgent tasks for credit institutions. The authors suggest that the networks can be trained on statistical 
data specific to each institution to enable accurate forecasting and event analysis using complex neural 
network technologies. The study identified models that demonstrated accurate results (it is necessary to take 
into account some limitations stated by the authors) on the training set formed by experts, leading to an 
expected increase in forecast accuracy by at least 40% upon implementation. The practical recommendations 
offered in the study have the potential to improve risk management practices and enhance the efficiency of 
credit organizations. 

Keywords: IT Risks, Artificial Neural Network, Machine Learning, Feedforward Neural Network, Keras 
High-Level Library (Framework). 

 
1. INTRODUCTION  
 

In the decade following the global financial 
crisis, banks and their regulators have become more 
aware of the need to manage risks. Since rational risk 
management is fundamental to the management of 
any organization, it is an integral part of effective 
corporate governance. 

Although banks have developed sophisticated 
financial risk control systems, they are still 
struggling to cope with operational risks, primarily 
due to the complexity of their identification and 
formalization. 

In the International Convergence of Capital 
Measurement and Capital Standards, the Basel 
Committee on Banking Supervision defines 
operational risks as the risk of loss resulting from 
inadequate or failed internal processes, people, and 
systems or external events [1]. Although this 

definition does not formulate a set of criteria for 
separating operational risks from other types of 
banking risks, it can be used as a basis for building a 
methodology for the analysis and management of 
operational risks. 

The main operational risk factors are related to 
[2,3]: 

● Accidental or intentional actions of people or 
organizations against the interests of the 
organization, including non-compliance with legal 
requirements and internal rules and procedures; 

● Imperfect organizational structures (the 
distribution of duties of departments and employees) 
and procedures, as well as their documentation, 
inefficient internal control, etc.; 

● Failures in the functioning of systems and 
equipment; 

● External circumstances beyond the control of 
the organization. 
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The measurement of operational risk requires an 
assessment of the likelihood of operating losses, as 
well as their potential size. Now banks mainly use 
analytical and evaluation methods to measure the 
level of operational risk [4,5]. 

Based on the use of neural networks, the article 
aims at organizing a system for managing the 
operational risks of a credit institution arising in the 
process of using IT technologies. This approach will 
significantly improve the efficiency and quality of 
decisions made in the field of operational risk 
management [6]. 

To achieve this objective, it is necessary to solve 
the following tasks: 

1. To analyze the data collected by the credit 
institution in the event of operational risk, both 
mandatory (recommended) and possible for 
recording in the organization; 

2. To determine the key risk indicators as input 
parameters in the classification of artificial neural 
networks and propose a generalized system for 
indicating the onset of operational risk; 

3. To form training datasets; 
4. To train (study) various models (frameworks) 

of networks and perform their comparative analysis.  
In our opinion, the future development of bank 

operations will be effective when used proposes an 
innovative approach to assessing operational IT risk 
in credit institutions using artificial neural networks. 
The category of operational risk is important not 
only as an accumulating point for existing risk 
management practices but also as an emphasis on 
risks/threats that have either been ignored by banks 
or not reflected in management systems. From this 
perspective, operational risk is part of a broader 
understanding of risk identification for any risk 
management system and its inclusion in the agenda 
of managerial thinking. 

 
2. METHODS 
 
2.1 Study Design 

In the course of the study, the classifier of 
operational loss events was analyzed in terms of 
sources and types of events, their impact on the 
continuity of critical business processes, and types of 
losses to identify significant fields (attributes) of the 
common (mandatory) part of the data and the base of 
events for the implementation of operational risk. 

The main sources of operational loss events are 
as follows: the inefficient organization of business 
processes; actions of personnel and other persons 
associated with the credit institution; system and 
equipment failures; external causes (including the 
actions of third parties). The credit institution should 

record connections between the realized operational 
loss event and other types of risks resulting from the 
event, as well as determine the most significant of 
them [7-9]. 

Seven types of operational loss events were 
considered: deliberate actions of personnel, 
deliberate actions of third parties, damage to tangible 
assets, violation of personnel policy, violation and 
failures of systems and equipment, violation of 
customer rights, and violation of organization and 
process management [10,11]. 

As types of losses, we considered only losses 
determined in monetary terms (direct or reflected in 
the financial statements, and indirect or determined 
by the calculation method). 

To ensure the universal approach, i.e. regardless 
of the type of event and its connection with other 
risks, it is proposed to assess the impact of an event 
on the continuity of business processes using an 
indication system. Its general structure contains two 
artificial neural networks: to determine the influence 
of associated risks and to indicate the criticality of a 
particular operational loss event. To determine the 
criticality and urgency of measures to mitigate the 
consequences of an operational risk event, the 
method of assigning the criticality status “red 
(critical) – amber (medium) – green (weak)” (RAG) 
is often used [2]. 

For this study, we selected the type of events 
associated with violations and failures of systems 
and equipment that ensure the functioning of a credit 
organization. Three experts from the Plekhanov 
Russian University of Economics formed a database 
of 21,600 events in various states and assessed the 
type of indication (green, amber, and red zones). 
When determining the level of risk criticality, the 
experts took into account the event’s connection 
with other types of risks. 

From the viewpoint of the application of various 
artificial neural networks, two types were identified 
as the most suitable for this study: a feedforward 
network with one hidden layer (FNN) and a deep 
network, i.e. a multilayer perceptron with two, three, 
and four hidden layers (DNN) [5,12-14]. In these 
connections between the nodes, no cycles are 
formed, information moves only in one direction 
from the input nodes through the hidden nodes to the 
output nodes. 

All experiments to study the listed types of 
networks and determine the optimal artificial neural 
network (number of hidden layers, number of 
neurons in a layer, activation function) were carried 
out using the high-level Keras library in Python, 
which allows a quick start at the initial stages of 
research and obtaining the first results [15]. 
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2.2 Research Stages 

At the initial stage of the study, we analyzed a 
typical database of credit organization events, 
containing information about the losses caused by 
operational risks. Based on the analysis, a list of 
attributes was identified that characterizes the state 
of business processes in terms of the need for 
preventive actions by personnel [16]. 

Based on the list of parameters obtained, the 
main data flow entering an artificial neural network 
is described at the next stage of the study. 
Considering the influence of associated risks leads to 
a variable number of input parameters (the number 
of neurons in the input layer). On the one hand, it is 
necessary to obtain a static artificial neural network. 
On the other hand, to avoid a double analysis of one 
event from the viewpoint of different risks, it is 
proposed to conduct a preliminary analysis of 
associated risks using an additional feedforward 
neural network. 

Thus, the system for indicating the state of 
business processes in the implementation of 
operational risks includes two artificial neural 
networks. To determine the level of criticality, an 
artificial neural network with nine input neurons is 
proposed. They process the criticality of the incident, 
the normalized deviation from the standard 
elimination time (from the moment of onset and 
detection), the types of (direct and indirect) losses 
that the event can lead to, the possibility of 
compensation losses, the exact time when the event 
occurred, the source of the event, the severity of the 
associated risks. Three output neurons are 
corresponding to the criticality of business processes 
(the classification indicators of the output layer are 
“red” (high), “amber” (medium), and “green” (low). 
To determine the criticality of associated risks, the 
5-m-3 architecture was chosen. This receives the 
maximum direct and indirect losses, the maximum 
and minimum criticality among the associated risks, 
as well as the probability of direct and indirect losses 
[14,16]. 

Further, experimental cycles of training 
networks were carried out to determine the optimal 
artificial neural networks. The training process 
included samples of 1,000 and 21,600 sets for 
artificial neural networks to assess the criticality of 
associated risks and the criticality of business 
processes, respectively. The general sample was 
divided into a training sample, which accounted for 
80% of the total number of training sets, and 
validation and test samples (10% each). 
Traditionally, learning has taken place epochwise. 

To assess the criticality of associated risks 
within artificial neural networks, training was 
carried out for the number of neurons in the hidden 
layer m = 10, 15 (5-10-3 and 5-15-3 models). In 
addition, the size of the training sample allowed us 
to conduct experiments for two-layer models, in 
particular 5-10-10-3 [17,18]. 

According to general heuristic 
recommendations, to indicate the criticality of a 
business process, experiments were carried out for m 
= 14, 18, 24, 27 with one hidden layer and for m = 9, 
14, 18, 24 with two-four hidden layers. The training 
was carried out for 200 epochs. SGD, Adam, and 
RMSprop implemented in Keras were compared as 
optimizers to achieve faster convergence. The 
sigmod, relu, and tanh (the hyperbolic tangent) 
functions were compared as the activation function 
of the hidden layer, while softmax is the activation 
function of the output layer. Together with the 
optimizer, the MSE loss function (the mean squared 
error) [18-20] was used. 

 
3. RESULTS 
 
3.1 The Model of an Artificial Neural Network 

To organize preventive measures to combat and 
strengthen control at various stages of dealing with 
operational risks, regulatory state bodies recommend 
collecting and storing 50 mandatory parameters of 
an event that causes operational risks. Most of these 
parameters do not characterize the impact of the 
event on business continuity. As a result of their 
analysis, the attributes obtained after preliminary 
processing of some mandatory and additional 
(recommended for storage) parameters were 
determined, which allows us to assess the criticality 
of the current event. 

In total, 10 attributes were allocated with their 
numerical interpretation as potential output 
parameters of an artificial neural network: 

1. Criticality is the influence (green – low (1), 
amber – medium (2), red – high (3)) of an incident 
(event) on business processes that might lead to 
losses. The higher the ratio, the higher the risk, i.e. 
the event more often leads to losses or necessarily 
leads to significant losses; 

2. Overtime to eliminate defects from the 
moment of the event normalized by a number from 0 
(eliminated in the allowable time limit) to 1 (200% 
or more overtime). The allowable elimination time 
for a particular type of event is determined 
individually for each credit organization by the 
credit organization itself; 
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3. Overtime to eliminate defects from the 
moment the event was detected is defined in the 
same manner as in the previous paragraph; 

4. Direct losses are the losses caused by a 
certain type of events during the period of statistics 
collection on a scale from 0 to 1, where 0 denotes 
insignificant losses (the threshold is set directly by 
the credit organization (Pmin), 1 is the maximum loss 
recorded in the credit organization or occurred in the 
credit organization under a certain set of 
circumstances (Pmax); 

It is possible to obtain a numerical value of the 
level of certain losses as a percentage of the average 
value of losses for a given type for the entire period 
of statistics collection using the following formula: 

 
∑

  (1) 

 
where P is the amount of loss in monetary terms, k is 
the number of events of this particular type, Pmin and 
Pmax are the minimum and maximum losses for this 
type of event; 

5. Indirect losses are a binary feature (0 or 1) 
showing whether this event can cause indirect losses 
(whether there were indirect losses during the 
collection of statistics); 

6. The time of day when the event occurred 
(working or non-working); 

7. The day when the event occurred (a working 
day or a day off); 

8. The source of the event is a number from the 
directory (1-4: deficiencies in processes, actions of 

personnel and other persons, failures of systems and 
equipment, external causes); 

9. The type of the event is a number from the 
directory (1-7: deliberate actions of personnel, 
deliberate actions of third parties, damage to tangible 
assets, violation of personnel policy, violation and 
failure of systems and equipment, violation of 
customer rights, violation of organization and 
process management); 

10. The feature of connection with other types 
of risks (whether the event entails the onset of an 
indirect risk (several risks) and losses associated 
with it). 

The influence of the event under consideration 
can extend to a different number of related risks. To 
implement a more universal approach (independent 
of the number of such links), we decided to use the 
criticality of emerging related risks as a sign of 
connectedness, which should be determined by a 
special artificial neural network [18,21]. As a result, 
a general view of information flows within the 
system for indicating the level of criticality of an 
event is shown in Figure 1. 

To simplify the preparation of training data sets 
and a preliminary assessment of the system based on 
an artificial neural network, it was decided to study 
the proposed approach for only one type of event, 
namely, violations and failures of systems and 
equipment. Thus, the generalized model of an 
artificial neural network for determining the 
criticality of a realized event can be described by an 
input layer containing nine neurons and an output 
layer containing three neurons. 

 

 
 

Figure 1: The General Structure of the System for Indicating the Criticality of a Realized Event 

The determination of the criticality of associated 
risks is influenced by the following parameters, 
which are potential inputs to artificial neural 
networks: 

1. The maximum direct losses among all 
associated risks, i.e. the value for a particular risk is 
determined by the formula similar to the direct losses 
evaluated for the main risk; 

2. Indirect losses have the following values: 1 – 
can occur, 0 – do not occur among all associated 
risks; 

3. The maximum criticality among the 
associated risks that can lead to losses (low, medium, 
high); 

4. The minimum criticality among the 
associated risks; 
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5. The probability of direct losses is the average 
value of likelihood among all associated risks 
determined based on accumulated statistics as the 
ratio of the occurrence of a loss to the total number 
of events of a certain type. 

Thus, the generalized artificial neural network 
for determining the criticality of associated risks can 
be described by an input layer containing five 
neurons and three neurons in the output as a 
criticality class (low, medium, high). 

 

3.2 Training Artificial Neural Networks to 
Determine the Criticality of a Realized Event 

To determine the optimal network structure, 
training experiments were carried out for 
feedforward networks with a different number of 
hidden layers and neurons in the hidden layer, as 
well as with different learning parameters: activation 
functions and weight update algorithms 
(optimizers). The results are summarized in Table 1. 
For all optimizers, the MSE loss function (the mean 
squared error) was used, whose value is indicated in 
brackets. 

Table 1: Network Accuracy on the Test Sample 

 Optimizer 
Adam SGD RMSprop 

Activation function relu sigmoid tanh relu sigmoid tanh relu sigmoid tanh 
 Acc. 

(mse) 
Acc. 
(mse) 

Acc. 
(mse) 

Acc. 
(mse) 

Acc. 
(mse) 

Acc. 
(mse) 

Acc. 
(mse) 

Acc. 
(mse) 

Acc. 
(mse) 

Models          
FNN          

O
ne

 h
id

de
n 

la
ye

r 9-14-3 
92.27 
(0.05) 

95.28 
(0.03) 

98.84 
(0.007) 

95.46 
(0.036) 

76.94 
(0.12) 

91.42 
(0.047) 

88.29 
(0.07) 

97.96 
(0.01) 

98.33 
(0.009) 

9-18-3 
96.85 

(0.015) 
99.31 

(0.005) 
97.87 

(0.013) 
95.09 

(0.039) 
77.08 
(0.12) 

92.29 
(0.046) 

90.51 
(0.06) 

98.47 
(0.008) 

98.5 
(0.013) 

9-24-3 
92.64 

(0.047) 
98.94 

(0.006) 
98.7 

(0.007) 
94.34 

(0.037) 
75.83 
(0.12) 

92.45 
(0.048) 

95.74 
(0.023) 

96.44 
(0.023) 

98.98 
(0.005) 

9-27-3 
98.33 

(0.008) 
99.44 

(0.0035) 
99.4 

(0.003) 
94.26 

(0.036) 
75.69 
(0.12) 

93.52 
(0.046) 

97.04 
(0.018) 

99.4 
(0.003) 

99.07 
(0.005) 

DNN          

T
w

o 
hi

dd
en

 la
ye

rs
 9-9-9-3 

93.06 
(0.038) 

97.31 
(0.016) 

98.19 
(0.01) 

95.19 
(0.028) 

71.02 
(0.15) 

95.28 
(0.03) 

97.31 
(0.015) 

98.24 
(0.01) 

97.22 
(0.015) 

9-14-14-3 
97.36 

(0.014) 
99.31 

(0.003) 
99.35 

(0.004) 
95.75 

(0.026) 
74.26 

(0.014) 
96.44 

(0.027) 
96.16 
(0.02) 

98.38 
(0.008) 

98.84 
(0.007) 

9-18-18-3 
98.43 
(0.01) 

99.72 
(0.0013) 

98.43 
(0.01) 

96.3 
(0.027) 

75.42 
(0.13) 

96.02 
(0.028) 

97.82 
(0.012) 

98.29 
(0.01) 

98.43 
(0.01) 

9-24-24-3 
95.42 

(0.029) 
99.95 

(2*10-4) 
99.7 

(0.0012
) 

96.39 
(0.021) 

75.00 
(0.135) 

96.16 
(0.024) 

98.29 
(0.01) 

98.75 
(0.007) 

99.58 
(0.0027) 

T
hr

ee
 h

id
de

n 
la

ye
rs

 9-9-9-9-3 
95.83 

(0.025) 
98.8 

(0.0065) 
97.64 

(0.012) 
95.6 

(0.026) 
55.14 
(0.2) 

95.88 
(0.024) 

90.97 
(0.053) 

98.29 
(0.01) 

96.85 
(0.017) 

9-14-14-14-3 
98.56 

(0.009) 
98.38 

(0.008) 
99.03 

(0.005) 
96.71 

(0.021) 
54.38 

(0.209) 
96.81 

(0.027) 
94.63 
(0.03) 

97.96 
(0.011) 

99.26 
(0.004) 

9-18-18-18-3 
98.33 
(0.01) 

99.77 
(0.0013) 

99.17 
(0.0054

) 

97.0 
(0.019) 

53.8 
(0.205) 

97.11 
(0.018) 

96.3 
(0.024) 

98.52 
(0.0077

) 

99.4 
(0.004) 

9-24-24-24-3 
95.93 

(0.026) 
99.12 

(0.0045) 
98.29 
(0.01) 

97.5 
(0.018) 

58.01 
(0.19) 

97.27 
(0.017) 

98.66 
(0.007) 

97.82 
(0.012) 

99.5 
(0.002) 

Fo
ur

 h
id

de
n 

la
ye

rs
 

9-9-9-9-9-3 
95.56 

(0.023) 
98.75 

(0.0067) 
98.84 

(0.005) 
92.92 

(0.033) 
42.22 
(0.21) 

97.22 
(0.018) 

90.28 
(0.05) 

96.99 
(0.016) 

97.87 
(0.01) 

9-14-14-14-14-
3 

97.41 
(0.014) 

98.84 
(0.0063) 

97.59 
(0.014) 

96.88 
(0.019) 

42.22 
(0.21) 

97.02 
(0.017) 

97.73 
(0.0126

) 

99.49 
(0.004) 

98.84 
(0.006) 

9-18-18-18-18-
3 

96.81 
(0.018) 

99.81 
(0.0012) 

96.39 
(0.018) 

97.64 
(0.013) 

42.22 
(0.21) 

97.82 
(0.015) 

96.02 
(0.024) 

99.17 
(0.004) 

99.21 
(0.004) 

 
The presented results were obtained during 

training for 200 epochs. In this case, no retraining 
effect was observed. Figure 2 shows learning curves 
for the best version of the 9-24-24-3 network model.  
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Figure 2: Learning Curves of Feedforward Neural Networks with 9-24-24-3 Architecture 

The most surprising results were obtained when 
training a multilayer perceptron using the SGD 
optimizer in conjunction with the sigmoid activation 
function. For two layers, the accuracy of the network 
did not exceed 75%. With the addition of the third 
layer, it even decreased. The four-layer perceptron 
was practically not trained. An increase in the 
number of epochs did not improve the result. 

 
3.3 Training Artificial Neural Networks to 
Determine the Criticality of Associated Risks 

The artificial neural network for determining the 
criticality of associated risks acted as an auxiliary 
network which, among other things, was entrusted 
with the function of accounting for the criticality of 
all risks associated with a particular event [22,23]. In 
accordance with the heuristic recommendations and 
the volume of the general sample, we studied models 
with 5-10-3, 5-15-3, and 5-10-10-3 architectures. 
The training results are shown in Table 2. The 

training was carried out using the Adam optimizer 
and sigmoid activation functions since it 
demonstrated the best results for our task at the 
previous stage of the study. 

Table 2: The Results of Training Artificial Neural 
Networks to Determine the Criticality of Associated Risks 

Accuracy 
 
Model 

Training 
accuracy 

Accuracy 
on the 

control set 

Accuracy 
on the test 

set 
5-10-3 96.21 97.28 95.45 
5-15-3 95.27 96.57 93.94 
5-10-10-3 96.97 98.48 96.97 
5-15-15-3 97.54 98.48 96.97 

 
Two-layer architectures with 10 and 15 neurons 

per layer showed similar results in terms of accuracy. 
Figure 3 shows the learning curves of the 5-10-10-3 
architecture with one of the best learning results. 

 

 
 

Figure 3: Learning Curves of Artificial Neural Networks Determining the Criticality of Associated Risks with 5-10-10-
3 Architecture 

The proposed models have shown fairly high 
accuracy (96%) and a further increase in network 
efficiency only by increasing the training set. 

 
4. DISCUSSION 

 
In general, the artificial neural networks under 

consideration have demonstrated high accuracy, in 
particular, 99% for determining the criticality of a 
realized event and 96% for determining the 
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criticality of associated risks. The proposed 
mechanism for private risk assessment based on 
artificial neural networks can be adapted considering 
the real functioning of credit organizations. The 
effectiveness of the proposed methodology can be 
further evaluated when it is tested based on a real risk 
management system [22,23]. By using a neural 
network to assess operational risk, credit institutions 
can reduce the costs associated with traditional risk 
assessment methods, such as hiring risk experts [5]. 

In the course of the study, parameters for 
assessing the criticality of an event (input parameters 
of neural networks) were proposed. At first glance, 
they are independent of the source of the event but 
they are purely informational. However, it is 
impossible to state this without additional analysis of 
the data characterizing certain types of events, in 
particular those associated with the actions of 
personnel and other external causes [6,9,24]. The 
researchers note, that operational loss data is often 
incomplete and not easily accessible. Therefore, the 
lack of sufficient data could limit the development of 
an accurate neural network [5]. 

As the results of the study show, most often 
researchers highlight the complexity of the model for 
its further development. Building a neural network 
requires a significant amount of computational 
resources, including powerful hardware and 
software tools. Therefore, the complexity of the 
model may be a limitation for organizations with 
limited computational resources [25]. Based on the 
availability of our resources, several assumptions 
were made for our study. One of them is related to 
the limited expert resources. The risk gradation had 
only three levels (red, yellow, and green). However, 
this division is inaccurate and can be insufficient in 
a real credit organization indicating the urgency of 
the response and the application of emergency 
measures. The second assumption is that only direct 
signal propagation networks were studied. Although 
they showed excellent results, it would be interesting 
to investigate how, for example, radial basis 
networks [24,26] perform in relation to the tasks 
being solved. 

Throughout the study, little attention was paid 
to the relevant and complex task of assessing 
associated events and risks. It is necessary to 
evaluate the effectiveness of the proposed approach 
and assess whether it will exclude interrelated risks 
arising from various events, possibly even with 
modification of the network model. 

 
 
 
 

5. CONCLUSION 
 

The paper proposes a method for assessing the 
impact of operational IT risk using an artificial 
neural network. If necessary, it is assumed possible 
to train networks on statistical (preliminarily 
processed) data of a particular credit institution as a 
tool for setting up a network and analyzing events 
through the use of complex neural network 
technologies. 

Models were selected that showed good results 
on the training set formed by experts. As a result, 
efficiency is expected to increase due to an increase 
in forecast accuracy by at least 40% after the 
introduction of a neural network. 

The study results promote their widespread use 
by credit organizations. The above-mentioned 
recommendations in the field of identifying and 
resolving operational risks were formed based on 
practical observations and aim at real results upon 
implementation.  

While building a neural network to assess the 
level of operational risks of a credit institution has 
some limitations, such as data availability and 
quality, model complexity, and interpretability, it 
also has many prospects, including improved 
accuracy, real-time monitoring, reduced costs, and 
improved decision-making. 
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