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ABSTRACT 
 
Hyperspectral image classification has been deployed in a number of real-world scenarios, such as 
agricultural, quality control of agro-food products, and medical fields. Hyperspectral classification is difficult 
due to inter-class similarities, variability, nested regions, and overlaps. For the classification of hyperspectral 
data, traditional convolutional neural network (CNN)-based algorithms are applied. CNN primarily employs 
two-dimensional (2D)-CNN for hyperspectral extracting features, leaving intra band correlation of 
hyperspectral images ignored. The three-dimensional (3D)-CNN extracts the features by combining spatial-
spectral bands of hyperspectral images, which is a complicated model, in order to accomplish this 
performance. This study proposes a customized 3D-CNN that uses hyperspectral images to integrate both 
spatial and spectral information. The proposed method first reduces the data by using dimensionality 
reduction, generates the image cube by using image patching, applies the customized 3D-CNN and, using a 
softmax classifier, classifies different crops in suburban areas using high-resolution features acquired by the 
customized 3D-CNN. The customized 3D-CNN model produces maximum overall accuracy of 99.88% and 
99.83% for Indian pines and paviaU datasets. The model produces accurate results that are verified against 
existing solutions. The performance of the proposed method is validated using benchmark hyperspectral 
datasets from the study area. 
Keywords: Classification, CNN-Convolution Neural Network, Convolution; Deep Learning (DL), Deep 

Neural Network (DNN), FCL-Fully Connected Layer, HSI-Hyperspectral Image, NN-Neural 
Network, PCA-Principal Component Analysis, 3D-CNN-3-Dimensional Convolution Neural 
Network. 

 

1. INTRODUCTION 

 
In the last two decades, hyperspectral 

remote sensing has developed considerably. 
Currently, a large portion of the Earth's surface 
is covered by airborne and space-born sensors 
with high spatial, spectral, and temporal 
resolution. Applications of hyperspectral 
remote sensing include fine identification of 
materials and estimation of physical 
parameters. However, these applications 
require  

 

 

sophisticated and complex analysis methods. 
The source of difficulties in hyperspectral 
remote sensing is the large amount of 
dimensionality and size of the hyperspectral 
data [22]. The HSI is made up of hundreds of 
spectral bands that range from visible to 
shortwave. This gives a lot of data for 
applications like target detection and 
identification. The hyperspectral images 
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contain an abundance of spectral data [3]. This 
is used to analyze and evaluate materials that 
have spectrally similar qualities. The 
classification of hyperspectral data is a 
significant challenge in the remote sensing 
world [8]. Due to the high dimensionality and 
spectrum mixing, classifying hypespectral 
images is difficult [22]. Hyperspectral image 
classification has been utilized for many 
applications, such as precision agriculture 17 
and environmental monitoring [18]. 
Identification and classification of crops are 
important in the agricultural field [7]. 

The hyperspectral classification performance 
depends on both spectral and spatial information 
[12]. Simple analytical computing and target 
categorization need high calculation costs and low 
classification accuracy [22]. The use of CNN in 
hyperspectral image classification techniques has 
significantly increased. However, retrieving 
hyperspectral data remains problematic. The 
primary cause of poor classification performance 
is a lack of training cases. The model uses several 
spatial feature extraction approaches by using 
DNN to handle these difficulties [23]. 
Underutilized 1D (speech), 2D (image), and 3D 
(3D-object) research in DNN and DL has made 
significant progress. In contrast to 3D-objects, 
hyperspectral images contain 2D spatial and 1D 
spectral information. Existing deep neural 
network approaches are not extended to 
hyperspectral image (HSI) classification [10]. To 
represent geographical objects and HSI 
classification by CNN [8]. Conventional CNN-
based approaches extract features largely using 
2D-CNN.This allows inter-band correlation of 
hyperspectral images. Both spectral and spatial 
properties are used in the majority of 
hyperspectral images. As a result, a 3D-CNN 
model can be used instead [11]. However, it 
depends on a highly complex model [24]. 
1.1. previous works review 

 
Many methods for hyperspectral image 

classification have been proposed in the literature. 
Yulin Yan and Youngryel Ryu. proposed a deep 
leaning method for crop type mapping using 
Google Street view images [19]. They applied a 
Convolutional neural network (CNN) to 
automatically classify the Google Street view 
images. An overall accuracy of 92% was reported 
for classifying images into normal 
ones. Chunxing Wang et al. suggested a 
hyperspectral image classification model based 

on a 3D CNN model [3] . They classify the hyper 
spectral image using 3D CNN and J-M distance. 
There was a 92.50% overall accuracy reported for 
classifying different crops in both datasets. Kavita 
Bhosle and Vijaya Musande, suggested deep 
learning methods, such as CNN and convolutional 
auto encoder have been proposed [7].  

They extracted features using both methods 
before 

applying the PCA for dimensionality 
reduction. An   overall accuracy of both methods 
is 94% and 90%. Seyyed Ali Ahmadi and Nasser 
Mehrshad, for hyperspectral image classification, 
a Spectral-Spatial Feature Extraction (SEA-FE) 
approach was presented [13].  

In this method, spectral feature reduction 
using minimum noise fraction (MNF), obtains 
pixel feature maps, and then computes SEAF. An 
overall accuracy of 92.13% was reported for 
classifying the hyperspectral image. Xin Zhao et 
al. suggested a multi-source deep learning 
technique for hyperspectral image classification 
[18]. In this approach, train a model with multiple 
hypespectral images and then transfer that 
knowledge to the target hyperspectral image. A 
98.8% overall accuracy was reported for 
classifying target hyper spectral images. Venkata 
Shashank Konduri et al. They proposed an 
approach to map a crop across the United States 
(USA) before harvest [16]. In this approach, the 
first step in crop classification was to perform 
multivariate Spatio-Temporal clustering (MSTC) 
to create phenoregions. The second step was to 
assign a crop label to each phenoregion based on 
spatial concordance between phenoregions and 
crop classes.  

Yanfei Zhong et al. presented a conditional 
random field classifier for a deep convolutional 
neural network (CNNCRF) [21]. This frame work 
is proposed for crop classification with UAV-born 
high spatial resolution images. The WHU-Hi-Han 
Chuan dataset had an overall accuracy of 98.50%.  
Jinfan Xu et al. proposed Deep Crop Mapping 
(DCM) method based on long short-term memory 
structure with attention mechanism through 
integrating multi temporal and multi spectral 
remote sensing data [5]. This method gets 95% 
accuracy for crop classification. Vishal Srivastava 
and Bhaskar Biswas, suggested Deep CNN 
feature fusion, manifold learning and regression 
for pixel classification in hyperspectral images 
[22]. The main purpose of this work is to improve 
the classification accuracy for hyperspectral 
images. This method gets 98.8% classification 
accuracy. Ji Zhao et al. proposed a spectral-
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spatial agricultural crop mapping method based 
on conditional random fields (SCRF) [6]. which 
learns the sensitive spectral information of crops 
by a spectrally weighted kernel and uses the 
spatial interaction of pixels to improve the 
classification performance. 88.24% overall 
accuracy for crop classification. Liheng Zhong et 
al. presented a classification framework based on 
deep learning for remotely sensed time series data 
[9]. This method classifies the summer crops 
using the land sat Enhanced Vegetation Index 
(EVI) time series. In this method, they design two 
deep learning models; one is Long Short-Term 
Memory (LSTM), and the other one is one-
dimensional convolutional layers (conv1D). The 
highest accuracy (85.4%) was achieved by the 
conv1D-based model. Hongwei Zhao et al. 
proposed three deep learning models for early 
crop classification using Sentinel-1A time series 
data [4]. In deep learning models, one 
dimensional convolutional neural network (1D 
CNNs), long-short-term recurrent neural 
networks (LSTM RNNs), and gated recurrent 
RNNs (GRU RNNs) are employed. The effective 
solution combines these three models with an 
incremental classification approach for early crop 
classification. This method provides a new 
perspective on early mapping of croplands in 
cloudy areas. Shunping Ji et al. proposed a novel 
3-dimensional (3D) convolutional neural network 
(CNN) for crop classification [15]. This method 
uses spatio-temporal remote sensing images. Crop 
classification accuracy of 79.4% using 
spatiotemporal remote sensing images. 

The primary goal of this research is to 
present a 3D CNN structure for crop 
classification based on a hyperspectral standard 
data set. In terms of classification accuracy, the 
proposed method outperforms the existing 
ones. This article's body is outlined: Section 2 
discusses the material and methodology. This 
section addressed the data sets used in the 
proposed model, data pre-processing, and the 
3D CNN model's innovative design. Section 3 
contains the results and discussion. Section 4 
presents the conclusions. 

 
2. PROPOSED METHODOLOGY 
 
The adapted 3D-CNN is used for hyperspectral 
image classification. This study is primarily 
concerned with classifying hyperspectral data 
using image patching, and creating customized 
3D-CNN, and comparing with other NN 
models.This paper consist of two objectives. 

Objectives: 
1) Pre-process hyperspectral data using 

principal component analysis (PCA) 

2) Apply neural network model 

 

 
Figure 1: A flow chart for crop fine classification in 

hyperspectral imagery based on Principle Component 
Analysis (PCA) and Deep Learning. 

 
2.1 Datasets 
2.1.1 Dataset on Indian pines 
The Indian pines data set was acquired from 
AVIRIS (Airborne visible Infrared Image 
Spectrometer) in 1992 at the Indian Pines test site 
in north-western Indiana, US containing 220 
spectral bands ranging from 0.4 µm to 2.5 µm. 
The data has a geographical resolution of around 
20 meters and a spatial dimension of 145 X 145 
pixels. The different crops are categorized into 16 
classes of interest which forms the data set. The 
training and testing samples of the data set are 
shown in the table 1 and the representation of 
False-Color map and ground truth is shown in 
Figure.2 (a), Figure.2 (b) given by David Land-
greb of purdue University. 
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(a) False color map  
 

 
(b) Ground truth map 

Figure.2: False color map and Ground truth map for 
Indian pines data set. 

 
Table 1. The Indian Pines dataset's land cover 

classes and sample numbers. 
 

S.N
O 

CLASS TRAINED 
SAMPLE

S 

TEST 
SAMPLE

S 
1 Alfalfa 34 12 
2 Corn-

notill 
1071 357 

3 Corn-
mintill 

622 208 

4 Corn 178 59 
5 Grass-

pasture 
362 121 

6 Grass-
trees 

548 182 

7 Grass-
pasture-
mowed 

21 7 

8 Hay-
windrowe

d 

358 120 

9 Oats 15 5 
10 Soybean-

notill 
729 243 

11 Soybean-
mintill 

1841 614 

12 Soybean-
clean 

445 148 

13 Wheat 154 51 
14 Woods 949 316 
15 Buildings- 289 97 

Grass-
Trees-
Drives 

16 Stone-
Steel-

Towers 

70 23 

Total 7686 2563 
 

 
 2.1.2 Dataset on Pavia University  

 The ROSIS sensor captured the PaviaU 
scene during a flight campaign across Pavia, 
Northern Italy.103 spectral bands are 
available in Pavia University. The data has a 
spatial resolution of about 1.3m and a spatial 
dimension of 610 X 610 pixels. In above 
dataset unimportant features need to be 
removed before analysis. Dataset having 9 
different classes in ground tooth image. 
 The trained and test samples are shown 
in table 2. The representation of False-Color 
map and ground truth is shown in Figure 3(a) 
and Figure 3(b), provided by Prof. Paolo 
Gamba from the telecommunication and 
Remote sensing laboratory, Pavia University, 
Italy. 
 

 
(a) Ground truth map

 (b) False color map 
Figure.3:  False color map and Ground truth map for 

Pavia University Dataset. 
 

Table 2. The Pavia University dataset's land 
cover classes and sample numbers. 

S.NO class Trained 
samples 

Test 
samples 

1 Asphalt 4973 1658 
2 Meadows 13987 4662 
3 Gravel 1574 525 
4 Trees 2298 766 
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5 Painted 
metal sheets 

1009 336 

6 Bare Soil 3772 1257 
7 Bitumen 997 333 
8 Self-

Blocking 
Bricks 

2762 920 

9 shadows 710 237 
Total 32082 10694 

   

2.1 Dimensionality Reduction 
Hyperspectral images contain redundant data due 
to their high spectral correlation. So, it is useful to 
dimensions are reduced in these images [2]. 
Dimensional reduction is a process of reducing 
features or dimensions of hyperspectral data and 
simplifies the subsequent process of the 
classification. Principal component analysis is 
transformation technique can be utilized for 
dimensionality reduction of hyperspectral image. 
Kernel PCA was used to find significant bands 
among hundreds of hyperspectral bands [3]. This 
paper proposes a reduction technique that is PCA. 
PCA is a very accepted method that is used 
spectrally compact high dimensionally dataset 3. 
This selects the important bands for each pixel. 
The findings of 3D-CNN with PCA were more 
accurate than  the results of 3D-CNN without 
PCA. Figure 4(a) and Figure 4(b) show PCA for 
both datasets. The plots show almost above 90% 
variance by the first 60 components of the Indian 
pines’ dataset and first 20 components of the 
Pavia University dataset. So, we can drop the 
other components. 

 

 

(a) PCA For Paviau Dataset.  
 

 
(B) PCA For Indian Pine Dataset. 

Figure. 4.  PCA For Paviau And Indian Pine 
Datasets. 

 

2.3 Convolution Neural Network (CNN) 

CNN is the most regularly used method for 
classification and hyperspectral image feature 
extraction3. CNN is an anticipative neural 
network, the performance for the processing a 
high dimensional image processing depends on 
the artificial neurons. 
There are two design ideas in convolution neural 
networks. The first is a 2D structure of image 
pixels in nearby areas that is correlated, while the 
second is an architecture that is based on feature 
sharing. As a result, in all places, the created 
feature map for each output by convolution 
employs similar filter [24] 
Convolution neural network consist of four 
components 

(1) Convolution layer 
(2) Activation function 
(3) Pooling layer 
(4) Fully connected layer 
(5)  

2.3.1 Convolution layer 
The convolution layer function is calculated from 
the following equation. 
            𝑎  = ∑ 𝑓(𝑥 ∗ 𝑤 + 𝑏 )          (1)                                      

  Where matrix 𝑥  is feature map of the 𝑘 − 1 
Layer, 𝑎  is a 𝑗th feature map of the 𝑘th layer, 𝑑 

represents the number of input feature maps, 𝑤  

is the weight parameter and 𝑏  is the bias 
parameter which is randomly initialized. 
2.3.2 Activation function 
The activation function is calculated from the 
following equation. 

 
 𝑓(𝑥 ∗ 𝑤 + 𝑏 )                            (2) 
Is the nonlinear activation function where we are 
utilizing the ReLU activation function in this 
article. 
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2.3.3 Pooling layer 
It is normally placed following the convolution 
layer. It is employed in order to minimize the 
spatial dimension of the data. A pooling 
procedure reduces the network's parameters and 
prevents overfitting. In this article, max-pooling 
is used. 
2.3.4 Fully connected layer 
The connected layer neuron communicates with 
all neurons in the preceding layer and sends the 
target value to the classifier. 
To train all parameters in the neural network, the 
back-propagation technique is utilized. 2D-CNN 
and 3D-CNN are the CNN methods utilised in the 
categorization of hyperspectral images. 3D-CNN 
with PCA and 3D-CNN without PCA and their 
comparison are our two proposed technique. 

2.4 3D- Convolution Neural Network 
 
2.4.1 3D- Convolution 
3D-convolution can be used to learn both spectral 
and spatial information from 
Hyperspectral images [4]. As per figure 5 this can 
be computed by the below equation. 

𝑐 = 𝑓(∑ 𝑤 𝑎( )( )( ) +

𝑏)      (3)   
Where the 𝑐  is the output feature at the position 
(a,b,c), 𝑎( )( )( ) represents input at the 
position (x+k, y+l, z+m) in which (k,l,m) denotes 
in its offset to (a,b,c) and  𝑤  weighted for the 
input.𝑎( )( )( )With an offset of (k,l,m) in 
the convolution kernel the feature size is smaller. 

 
Figure.5: Illustration of 3D convolution. 

 
2.4.2 ReLU activation function 
The Rectifier linear unit (ReLU) operates in a 
nonlinear manner. The ReLU accepts positive 
neuron input and returns zero if the neuron input 
is negative. Benefits of the ReLU activation 
function include rapid gradient progression, 
sparse activation, and minimal computing load 
[22]. 

𝑓(𝑥) = max(0, 𝑥)      (4) 
Where x is input data,  
The ReLU in 3D-CNN can improve performance 

in the vast majority of applications. 
2.5 Proposed 3D- Convolution network model 

 
Figure.6: the Architecture of Proposed 3D 
CNN model for the input hyperspectral image. 

 
Figure 6 depicts the proposed 3D-CNN model for 
processing of hyperspectral image. This model 
first uses the PCA for the reduction of data and 
then its reduced input to the proposed network 
model to extracts features at different levels of 
layers such as convolution layers, Maxpooling 
layers, and dense layers. In the end, fully 
connected layers and softmax layers are used to 
classify the data. The number of FCL and 3D 
convectional layers is referred in table.3 and 
table.4 for two different widow size datasets. 

 
Table 3.  The suggested 3D-CNN model 

architecture is summarised in Figure 6, with the 
window size dataset as 11 X 11 pixels for both 

datasets. 

Layer Output shape # 
parameters 

Input Layer 
 

3D-convolution 
layer_1 

(Conv3D) 
 

3D-convolution 
layer_2 

(Conv3D) 
 

3D-convolution 
layer_3(Conv3D) 

 
max_pooling layer 

(MaxPooling3) 
 

flatten (Flatten) 
 

Dense layer_1 
(Dense) 

 
Dense layer_2 

(Dense) 

(11, 11,50,1) 
 

( 9, 9, 48, 16) 
 
 

( 7, 7, 46, 32) 
 
 

( 5, 5, 44, 64) 
 
 

( 2, 2, 22, 64) 
 
 

( 5632) 
 

( 512) 
 

( #classes) 

0 
 

448 
 
 

13856 
 
 

55360 
 
 

0 
 
 

0 
 

2884096 
 

8208 

In total ,2,961,968 trainble prameters are required 
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Table 4. The Suggested 3D-CNN Model Architecture 
Is Summarised In Figure. 6, With The Window Size 

Dataset As 9 X 9 Pixels For Both Datasets. 

Layer Output shape #parameters 

Input Layer 
 

3D-convolution 
layer_1 (Conv3D) 

 
3D-convolution 

layer_2 (Conv3D) 
 

3D-convolution 
layer_3 (Conv3D) 

 
max_pooling 

layer 
(MaxPooling3) 

 
flatten (Flatten) 

 
Dense  

layer_1(Dense) 
 

Dense layer_2 
(Dense) 

(9, 9,50,1) 
 

( 7, 7, 7, 
16) 
 
 
 

( 5, 5, 5, 
32) 
 
 

( 3, 3, 3, 
64) 
 
 

( 1, 1, 1, 
64) 
 
( 64) 
 

( 512) 
 

( #classes) 

0 
 

448 
 
 

13856 
 
 

55360 
 
 

0 
 
 

0 
 

33280 
 

4617 

In total ,107,561 trainble prameters are required 
  

3 RESULTS AND DISCUSSIONS 

To categorize crop varieties using the proposed 3D-
CNN, 75% of each class's samples are chosen as 
training samples, with the remaining samples serving as 
test samples. Some experiments were implemented by 
using python3 with Anacondas environment and 
remaining by using an online flat form known as 
Google co laboratory. Google co laboratory requires a 
fast internet connection to function in any context. The 
code can be run on a python3 notebook with 25 GB of 
RAM and 258 GB of cloud storage for data 
computation, for efficient execution in Google co 
laboratory.  

To perform a fair comparison for all 
experiments with a learning rate of 0.001, an activation 
function Relu is used for all except the last layer with 
softmax is used, and patch sizes are set as 9×9×9, 
11×11×9 for the PaviaU dataset and 9×9×50, 11×11×50 
for the Indian pines dataset respectively. The bands 
chosen by the PCA approach are 9 and 20.Also, for all 
tests, a learning rate of 0.001 was employed, an 
activation function Relu was used for all layers except 
the last layer, which used soft max, and patch size of 
9×9×200 pixels , 11×11×200 pixels for Indian pines 
dataset, 9×9×103 pixels, 11×11×103 pixels for PaviaU 

dataset respectively were used.103 and 200 selected by 
a number of bands in the datasets without applying 
PCA. Average accuracy (AA), Kappa coefficient (K) 
and Overall accuracy (OA) have been computed from 
the confusion matrix for evolution purposes.  Figure 
7(a) and Figure 7(b) shows the confusion matrix of both 
datasets. 

 
 

 
(a) Confusion Matrix for the PaviaU dataset. 

 
 (b) Confusion Matrix for the Indian Pines dataset. 

Figure. 7:  Confusion matrix for the PaviaU and 
Indian Pines datasets. 

 
The AA represents an average category-wise 
classification, the OA represents the number of 
correctly classified examples from an entire sample, 
and the kappa coefficient represents the high similarity 
between the classification and reference maps. The 
statistical measurement is the kappa coefficient. AA, 
OA, and Kappa are evolutes from F1-score, support and 
precision. 
Figures.8 and Figures.9 illustrate the convergence of 
Accuracy and Loss of our proposed 3D-CNN for 500 
number epochs with PCA of both datasets. It observes 
that accuracy of both datasets is 99.83% and 99.68% 
with no loss. 
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(a) Accuracy  

   
(b) Loss 

Figure.8: Accuracy and loss of the proposed 3D-
CNN model for the Indian Pines dataset. 

 
 

 
(a) Accuracy   

  
(B) Loss 

Figure.9: Accuracy And Loss Of The Proposed 3D-
CNN Model For The Paviau Dataset. 

 

Table.5 shows the computation time, which is 
dependent on the internet speed and RAM available. It 
observes that the model takes less time with PCA 
compares with without PCA. 
 

Table 5. All Experimental Datasets At Various 
Window Sizes Take Time To Compute In Minutes. 

 
Comparison of customized 3D-CNN with existing 
methods like RBF (SVM) [10], Hu’s (CNN) [10], Mei 
(CNN) [10], Fast3DCNN [11], 2D3DCNN [24] and, 
Weihu (DCNN) [10]. All approaches are compared 
using the same experiment setting, number of training 
samples, and patch size. The outcomes are shown in the 
table 6 and Figure 10. As we can see our proposed 3D-
CNN has good performance than the other methods. 
 
Table 6. Comparison classification accuracy is 
based on 75% for training and 25% for test. 
 

S.No 

Method 

Over all Accuracy % 

PaviaU 
Inadian 
pines 

1 
 
2 
 
3 
 
4 
 
5 
 
6 
 
7 

RBF (SVM) 
 
Hu’s(CNN)above 
same 
 
Mei(cnn) 
 
Fast 3D CNN 
 
2D-3D CNN 
 
Wei Hu DCNN 
 
Proposed method 

90.59 
 
92.74 
 
98.00 
 
98.40 
 
99.52 
 
92.56 

87.45 
 
90.07 
 
95.7 
 
97.75 
 
96.07 
 
90.16 

99.83 99.68 
 
 

Dataset With PCA Without PCA 
 Window size Window size 

 
9×9 
pixels 

11×11 
pixels 

9×9 
pixels 

11×11 
pixels 

PaviaU 
0.70 

 
0.70 

 
80.75 80.75 

Indian 
pines 

0.60 0.60 
16.25 

 
35.52 
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Figure.10: Classification Accuracy Was Compared To Different Methods, Using 75 % For Training And 25% For 

Testing. 
 

 
Table 7, Table 8, are provide the detail classification 
each class in the both datasets with different window 
size and figure 11 and figure 12 shows the Detail class 
accuracy comparison for Indian pines dataset and 
PaviaU dataset. It discovers that it obtains high each 
class accuracy for both data sets with PCA when 
compared to both data sets without PCA. 

 

 
 

Figure.11: Indian Pines Dataset Detail Class 
Accuracy Comparison. 
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Indian Pines dataset detail class accuracy 
comparison.

Accuracy %
Window size: 9×9
pixels with PCA

Accuracy %
Window size :
11×11 pixels with
PCA

Table 7. The Accuracy Of Each Class For The 
Indian Pines Dataset Is In Detail. 

  With PCA Accuracy % Withou
t PCA 
Accura
cy % 

S.N
o 

Class 
name 

Windo
w size 
9×9 
pixels 

Windo
w size 
11×11 
pixels 

Windo
w size 
9×9 
pixels 

Windo
w size 
11×11 
pixels 

1 Alfalfa 100 100 0 0 
2 Corn-

notill 
99.00 99.70 0 0 

3 Corn-
mintill 

98.50 100 0.99 2.04 

4 Corn 100 100 0 0 
5 Grass-

pasture 
100 100 0 0 

6 Grass-
trees 

100 100 0 0 

7 Grass-
pasture-   
mowed 

100 100 0 0 

8 Hay-
windrow
ed 

100 100 0 0 

9 Hay-
windrow
ed 

100 100 0 0 

10 Oats 100 100 0 0 
11 Soybean

-notill 
100 99.84 100 100 

12 Soybean
-mintill 

100 99.31 0 0 

13 Soybean
-clean 

100 100 0 0 

14 Wheat 100 100 0 0 
15 Woods 100 100 0 0 
16 Stone-

Steel-
Towers 

100 100 0 0 

Test Accuracy  99.68 99.88 25.51 23.83 
Overall 
Accuracy  

99.68 99.88 25.51 23.83 

Average 
accuracy 

99.82 99.98 6.3 6.3 

kappa 99.64 99.86 0.12 0.23 

80
85
90
95

100
105

AC
CU

RA
CY

 %

METHODS

Classification accuracy was compared to different methods,using 75% for 
training and 25% for testing.

Over all Accuracy % PaviaU
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Table 8. PaviaU dataset detail class accuracy 
comparison.  

  With PCA 
Accuracy % 

Without PCA 
Accuracy % 

S.N
o 

Class 
name 

Windo
w size 
9×9 
pixels 

Windo
w size 
11×11 
pixels 

Windo
w size 
9×9 
pixels 

Windo
w size 
11×11 
pixels 

1 Asphalt 99.82 99.93 88.66 0 

2 Meado
ws 

99.95 99.97 94.50 100 

3 Gravel 98.52 100 0 0 

4 Trees 99.86 100 58.65 0 

5 Painted 
metal 
sheets 

100 100 97.55 0 

6 Bare 
Soil 

99.92 100 0.98 0 

7 Bitume
n 

100 100 0 0 

8 Self-
Blockin

g 
Bricks 

99.65 100 0.22 0 

9 shadow
s 

100 100 88.64 0 

Test Accuracy 99.83 99.98 64.71 44.33 

Overall 
Accuracy 

99.83 99.98 64.71 44.33 

Average 
accuracy 

99.75 99.99 47.69 11.11 

kappa 99.77 99.97 49.69 0.01 
 
[Insert Figure 12 here] 

  

 
Figure.12: Paviau Dataset Detail Class Accuracy 

Comparison. 
 
 
Figures .13 and figure.14 shows the classification 
images and Ground truth images of Indian pines dataset 
with different window sizes. 
 
 

 
(a) Window Size: 9×9 Pixels With PCA. 

  
(b) (B) Window Size: 11×11 Pixels With PCA. 

 
(C)Window Size:9×9 Pixels Without PCA.                            

  
(D) Window Size: 11×11 Pixels Without PCA. 

 
Figure.13. Image Of Classification For The Indian 
Pine Dataset With Various Window Sizes, PCA And 

Without PCA. 
 
 

 
(a) Window Size: 9X9 Pixels With PCA.                 

  
(b) (B) Window Size:11X11 Pixels With PCA 
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PaviaU dataset detail class accuracy 
comparison.

Accuracy %
Window size:
9×9 pixels with
PCA
Accuracy %
Window size :
11×11 pixels
with PCA
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(C) Window Size: 9X9 Pixels With Without PCA.          

 
(D)  Window Size: 11X11 Pixels Without PCA 

Figure.14. Image Of The Ground Truth For The 
Indian Pines Dataset With Different Window Sizes, 

With And Without PCA. 
 
Figures.15 and figure.16 are showing the classification 

images and Ground truth images with different 
window Sizes Of Paviau Dataset. 

 
 

 

(a) Window Size 9x9and With PCA.                     

  

(b) (B) Window Size 11x11and With PCA 

 

 

 

(C) Window Size: 9X9 Pixels Without PCA.                 

 
(D) Window Size 11x11and Without PCA. 

Figure.15. Classification Images Of Paviau Dataset 
With Different Window Sizes, With PCA And Without 

PCA. 
 

 

(a) Window Size:9X9 Pixels With PCA                            

 

(B) Window Size:11X11 With PCA 

 

(C) Window Size: 9X9 Pixels Without PCA .                          
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(D) Window Size: 11X11 Pixels Without PCA 

Figure.16. Ground Truth Images Of The Paviau 
Dataset With Different Window Sizes, With PCA And 

without PCA. 
 

4 CONCLUSIONS AND FUTURE SCOPE 

The paper classifies the crop type using the 3D-CNN, 
taking 75% of samples from each class as training 
samples and the remaining as testing samples from the 
Indian Pines dataset and the PaviaU dataset. For the 
purpose of progression, the confusion matrix's average 
accuracy, overall accuracy, and kappa coefficient were 
computed. The average accuracy, over all accuracy, and 
kappa coefficient of the Indian Pines dataset are 
98.68%, 99.88%, and 99.86%. The overall accuracy, 
average accuracy, and kappa coefficient of the PaviaU 
dataset are 99.75%, 99.83%, and 99.77%. The 
computational time for all experiments of the Indian 
Pines dataset and PaviaU dataset is 0.6 minutes and 0.7 
minutes, respectively. Furthermore, the 3D-CNN 
model of deep learning is used for crop identification 
and crop health detection. 
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