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ABSTRACT 
 

The survival rate of breast cancer patients has increased due to the advancements in the treatment of the 
disease. These include the use of newer and more effective drugs. There are various types of breast cancer, 
which can be treated through different methods. Currently, there are numerous studies that are focused on 
developing a better understanding of this disease. In order to improve the classification of breast cancer, a 
new machine learning algorithm is proposed. This method uses support vector machine learning to enhance 
the performance of existing models. The proposed model can rectify the inconsistencies in the existing breast 
cancer dataset and improve its performance. It can also create a high-quality Wisconsin Diagnostic Breast 
Cancer (WDBC) data set. The proposed model can then predict the likelihood of a patient developing breast 
cancer. It can also diagnose the patient based on the data collected. The researchers were able to test the 
proposed model against several machine learning models. They were able to achieve high accuracy levels. 
Keywords: Breast Cancer, Machine Learning, Diagnosis, Prediction, Benign, Malignant. 

1. INTRODUCTION 

It can be hard to believe that cancer is 
real. Learning about it can induce confusion and 
prevent people from making an informed 
decision. [1]. Through deep medical knowledge, 
people can make informed decisions regarding 
their treatment [2]. This helps them make the 
best decisions for themselves and their families. 
Getting the right treatment for a particular type 
of cancer can greatly improve a patient's chances 
of survival[3]. This is one of the main reasons 
why it is important for researchers to study the 
various treatment options available for cancer. 
Machine learning is also a major component of 
the cancer research conducted by researchers 
[4]. It has been used to develop new algorithms 
and models that can help detect the presence of 
breast cancer. Support Vector machines are also 
being studied to help develop more accurate 
models for predicting the course of cancer [5,6]. 

Various machine learning tools are 
used to predict cancer. Some of these include 
regression trees, kNearest neighbors, and Naive 
Bayes classifiers. [7]. The Support Vector 
Machine is one of these tools that can predict 
breast cancer in terms of its type[8]. It can also 
predict Malignant and Benign tumors. The 
Support Vector Machine is able to perform 
better than traditional methods when it comes to 

detecting breast cancer [9]. However, it still 
needs to be validated and implemented properly. 
This study aims to develop a modified support 
vector machine that can accurately classify 
breast cancer. It has been trained with a 
population of data and can detect two 
classifications – Benign and Malignant [10].  

2. RELATED WORKS 

Omondiagbe Et al. [11]- The researchers used 
a radial basis kernel and a support vector 
machine to develop their hybrid approach. They 
noted that by adopting a hybrid approach, it was 
possible to reduce the high dimensionality of 
features. This could then be used to diagnose 
breast cancer more precisely. In this study, the 
authors were able to detect breast cancer at an 
accuracy of 98.82%. They also tested the 
effectiveness of the various algorithms used in 
the study. 

Tseng Et al. [12]- In this study, the researchers 
utilized machine learning techniques to predict 
the spread of breast cancer using the features of 
clinic nature. They were able to do so through 
the use of statistical logistic regression and 
SVM. Bennett Et al [13] discussed SVM is 
commonly used in the diagnosis of diseases. It 
was able to generate a more accurate prediction 
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of the spread of breast cancer than a decision 
tree. 

Akay Et al. [14]- this study revealed that SVM 
performed remarkably well in diagnosing breast 
cancer. It provided a score of 98.53%, 99.02%, 
and 99.51% for the various training test sections. 
The study used the same data set and five 
features that were selected by a genetic 
algorithm. The features were then chosen 
according to their rank in the feature 
discrimination test. The SVM trained the input 
continuously until it was able to perform 
optimally. The feature selection algorithm was 
able to reduce the number of features and 
eliminate the noisy data. 

3. PROPOSED METHODOLOGY 

The proposed model is a modified SVM 
algorithm that aims to enhance the breast cancer 
classification. It is presented in Figure 1. The 
algorithm first normalizes the data attributes 
before generating a visual representation of the 
data distribution. After analyzing the data, the 
model visualizes the distribution by means of a 
Gaussian distribution. It then split the data into 
target and predictor variables. For the proposed 
model, the newly formed data was separated into 
two datasets(WDBC): a training and a testing 
one. The goal of the proposed model is to 
improve the performance of its few algorithm by 
using a standardized dataset. 

 

Figure 1: Proposed Model Architecture Frame Work. 

3.1 Modified SVM for Breast Cancer   

In this section, the proposed model for 
the SVM is described in detail. Figure 2 shows the 
steps of Modified SVM approach.  Datasets= ‘D’ 
(d1, d2 …dn), Data points in D= n, Clusters=K, 
Cluster Center= c, ‘X’ (x1, x2, x3, …xn) is the 
data point.  Threshold = Th.The proposed system 
uses a training dataset to inform the SVM about 
the various variables that can affect its 
performance. The breast cancer classification 
system is a type of machine learning that uses 
statistical learning techniques. The classification 
system usually divides the data into groups based 

on the N-dimensional hyperplane. The number of 
training samples that are included in the dataset is 
referred to as the sample class xi. The goal of 
support vector machines is to find a maximum 
margin that separates a hyperplane from its 
closest points in an extremely high-dimensional 
space. 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒   

𝑁𝐽=1    𝛼𝑖 𝛼𝑗𝑘(𝑥𝑖 ,𝑥𝑗) − 

∑𝑁𝑖=1 𝛼        
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Subject to: ∀i: 0 ≤ 𝛼𝑖≤ 𝐶 𝑎𝑛𝑑 ∑𝑁𝑖=1 𝛼𝑖 𝑦𝑖 =0  

The soft margin is the kf of statistical machines 
(SVMs). It is a group of functions that can be used 
to divide data into various groups. For instance, 
the linear kernel, the polynomial kernel, the radial 
basis function, and the Sigmoid kernel can be 
used. 

The goal of this paper is to develop a set of 
classification models that can reduce the variance 
and bias issues in classification. The complexity 
of the models' setting parameters can greatly 
affect the accuracy of their classification. For 
instance, it is important to consider the various 
alternatives of kernel functions. In this paper, a 

radial basis function is used to set the parameters 
for a SVM, which then uses a t fit for its 
classification. The performance evaluation of 
classification models is also performed through 
the use of a matrix known as the confusion matrix. 
It shows the difference between positive and 
negative cases of breast cancer. 

In SVM algorithm modification, we can specify 
two key parameters. One of these is the value of 
C and the other is the type of kernel which is used. 
For SVM, the default kernel is called Radial Basis 
Function (RBF). This algorithm will use a grid 
search method. In order to perform the search over 
a combination of C values, the algorithm will 
need to consider the various kernel types. 

 

Figure 2:  Modified SVM Algorithm for breast cancer prediction flow chart 

4. RESULT AND DISCUSSION 

The proposed model is based on a modified SVM 
algorithm and a breast cancer dataset. It is 
implemented in Python using the various 
functions and the WDBC dataset. 

4.1. Dataset Description 

The study analyzed the Wisconsin Diagnostic 
Breast cancer Dataset, which contains over 500 
cases of breast cancer. The data included 
information about patients' characteristics, such 
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as their ID and tumor distinguishing features. The 
data was then analyzed using a computer image. 
The features were then extracted and analyzed. 
The statistical features that were analyzed were 
then categorized into three categories: standard 
error, maximum value, and mean. 

4.2. Preprocess and visualize the (WDBC) 
Dataset  

In Python, the WDBC dataset is presented as a 
group with no diagnosis label. In Figure 4, the 
data attributes have been grouped together in a 
pairplot. 

 

Figure 3: Dataset Without Diagnosis Label.  

 

 

 

Figure 4: Data Attributes With Diagnosis 
Lable (M/B). 

 

Figure 5: Diagnosis Count With Diagnosis 
Lable (M/B). 

In the fig 5 describes the WDBC dataset has been 
used to visualize a group of Malignant and Benign 
with a total number of counts. 

 

Figure 6: Data Density Using Gaussian 
Distribution. 

Using density plots, we can see that the data 
distribution is linear. Likewise, the red lines 
indicate that the various data attributes are 
correlated. 

 

Figure 7: WDBC Data Attributes Correlation. 
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The data distribution can be analyzed using 
density plots and the general Gaussian 
distribution. The red line shows the correlation 
between the various attributes. 

For our proposed modified SVM, we 
have obtained the best possible C value and 
kernel type for our requirements. The 
regularization parameter is used to trade off the 
correctness of training data against the margin of 
the decision function. If the C values are larger, 
the decision function will accept a smaller 
margin if it can correctly classify all training 
points.                                   

Table 1: WDBC Data Attributes. 

 

Different features of the dataset are treated as 
different representations in the model. In order to 
minimize the effects of different scales on the 
error function, normalization is performed before 
the training is started. 

4.3. Measure for Performance Evaluation   

The proposed modified SVM is tested on a 
standardized data set. It is then trained using a 
high quality training dataset to classify the data 
into two categories: benign and malignant. 

Support may be defined as the number of 
samples of the true response that lies in each 
class of target values. 

 

Figure 8: Comparison of Standardized Data 
(50% + 50%). 

 
Figure 9: comparison of Accuracy 

 

Figure 10: Performance Comparison on 
Standardized Data 

 

 
Figure 11: Accuracy Comparison with Proposed 

Model (70%+30%). 

The graph shows the performance comparison 
between our modified SVM and other machine 
learning algorithms such as NB, KNN, CART, 
and KNN on a standardized dataset. The result 
shows that our modified SVM performed better 
than the other machine learning algorithms.   
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Figure 12: Performance on Standardized Data (80% 
+ 20%). 

 

Figure 13: Accuracy Comparison with Proposed 
Model (80%+20%). 

Figure 12 and 13 shows the comparison of our 
modified SVM against other machine learning 
algorithms. It got the best accuracy of 0.99% 
while achieving a linear kernel configuration. The 
proposed model shows stable performance and 
high accuracy in prediction. It is based on the 
confusion matrix, which divides breast cancer 
cases into two classes: positive and negative. The 
accuracy of the proposed model is better than that 
of other models such as KNN, SVM, and NB. It 
is also more accurate than the testing WDBC 
dataset. 

5. CONCLUSION 

In this paper, we present a modified SVM 
algorithm that can improve the prediction and 
classification of cancer. It has high accuracy 
performance. The training datasets provided by 
our model allow us to improve the overall 
performance of our algorithm. Through the use of 
a training dataset, our proposed model has 
achieved 99% accuracy when compared to the 

tested dataset. The goal of this study was to 
develop a prediction model that can perform 
better than those currently proposed in studies. It 
can classify breast cancer according to its various 
categories. 
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