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ABSTRACT 
 

Given the increasing number of COVID-19 cases and the risk of new variants, early prediction of disease 
severity in critical care patients is essential to optimize treatment options. In this study, we set up an 
experiment on 236 patients infected with COVID-19 and hospitalized at the Sidi Said hospital in Meknes, 
Morocco. 
This work proposes a new multivariate classification model to predict which patients admitted to hospital 
with COVID-19 will require special care (oxygen therapy, intensive care, resuscitation) or will die 
following an abrupt deterioration in their state of health. This model will help healthcare professionals 
(doctors) make decisions about recommending appropriate medical treatments to patients. A comparative 
study of different multivariate machine learning algorithms (Support Vector Machine (SVM), K-nearest 
neighbor (KNN), Decision Tree (DT) and Random Forest (RF)) is also presented in this article. The result 
obtained shows that the SVM classifier is a reliable, powerful and efficient algorithm to predict the level of 
risk of patients contaminated with COVID-19. 
 
Keywords: Covid-19; Clinical Decision Support; Machine Learning; Ordinal Classification, Multi-Class 

Classification; Personalized Medicine 
 

1. INTRODUCTION 

The 2019 coronavirus (COVID-19) pandemic 
first emerged in China in December 2019 and 
quickly spread around the world. On March 11, 
2020, the World Health Organization classified the 
COVID-19 outbreak as a global pandemic. In 
September 2020, the number of deaths worldwide 
exceeded one million [1]. 

From the beginning of the Covid-19 spread 
until these days of slow return to normal, the 
Moroccan government has taken all the necessary 
precautions to preserve the health of the population 
as part of its anti-pandemic program. Moreover, 
Morocco is one of the most advanced African 

countries in terms of vaccination, with 63.2% of 
Moroccans receiving two doses of AstraZeneca, 
Sinopharm , Johnson & Johnson and Pfizer 
vaccines since the campaign began on January 28, 
2021 [2]. 

Despite the fact that the epidemiological crisis 
has been controlled in Morocco to a large extent, 
the waves of the pandemic of COVID-19 have 
experienced a variation of daily cases of 
coronavirus plus its severity varied, lately the 
variant Omicron, more contagious, causes an 
important influx of patients of severe or critical to 
hospitals. As a result, the 3rd dosage of the vaccine 
has been approved, in accordance with the 
recommendations of the national scientific 
commission and the specialized world authorities, 
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with the aim of providing citizens with a collective 
immunity, so that the worst situations in terms of 
infection rates, hospitalizations in intensive care 
and deaths are avoided in Morocco. 

In the reference hospital sidi Said of Meknes in 
Morocco, the hospital structure specialized in the 
management of patients with this disease [3], [4]. 
This wave has highlighted the incredible efforts of 
clinicians and all stakeholders within the hospital, 
in terms of the positive results of the treatment 
strategies of patients and the allocations of medical 
resources necessary for them. However, there is 
still a need for technical means to help predict the 
severity of cases, and early identification of patients 
at risk for complications, to ensure good decision 
making in the intensive care and resuscitation 
departments in Sidi Said Hospital. 

In response to this problem, researchers are 
working to solidify the process by using machine 
learning-based predictive analytics techniques that 
allow clinicians to predict the likelihood of 
hospitalization of a covid-19 patient based on their 
comorbidities[5]–[8]. Other researchers have shown 
how data science and daily data streams from 
hospital intensive care units, can help learn much 
faster how to treat patients with COVID-19 based 
on their daily symptoms and needs[9]–[11]. In a 
recent study in China,Liang et al presented a risk 
prediction model to predict the occurrence of severe 
disease in patients hospitalized for COVID-19 
[12].In Liang's model, the response variable had 
only two levels of severity: severe and non-severe. 
In reality, the mortalities of COVID-19 patients 
with different severity levels are variable. 

Our objective is to propose an automatic 
classification model to predict which patients 
admitted to the hospital with COVID-19 will need 
special care (oxygen therapy, intensive care, 
resuscitation) or will die following a sudden 
deterioration of their health condition. This 
classification model allows to rationalize patient 
care (estimation of oxygen supply needs, estimation 
of resuscitation block saturations...).     

In the second section of this paper we will 
present the predictor variables introduced in the 
model.  The description of several coding 
techniques (collection, pre-processing, cleaning, 
transformation) of the dataset (Demography - 
Comorbidities - Clinical classification of cases - 
Vaccine) will be presented in the third section. The 
fourth section explains the proposed ordinal 
regression techniques. The analysis of the results 
used in the prediction of multi-class ordinal 
variables of disease severity (Covid-19), will be 
presented in the last section.   

2. MATERIALS AND METHODS 

2.1 Data Understanding 

2.1.1 Data Source 
We conducted a retrospective observational 

study, at the sidi-said hospital in Meknes, Morocco. 
Study participants were consecutive adult patients 
(≥ 18 years of age) with documented COVID 19 
infection (i.e., tested by reverse polymerase chain 
reaction (RT-PCR) test for SARS-CoV-2), 
requiring NIV at the time of ICU admission or 
during ICU stay were prospectively enrolled 
between April 1, 2021, and December 31, 2021, 
and followed up until death or hospital discharge.  

The dataset in our system contains 254 records 
and 16 variables. These variables provide 
demographic, clinical, and therapeutic information 
about the patient, including the target variable 
(Outcomes).The medical records of the enrolled 
patients were accessed by the respective providers 
and the data were extracted manually, allowing for 
detailed case ascertainment. 

 
2.1.2 Variable of interest 

In this study we used the following 
characteristics: gender, age, obesity, smoker, 
alcoholic, clinical classification of cases (moderate, 
severe, critical), type of screening test (chest X-ray 
as a screening test, followed by a CT scan in 
doubtful cases), as well as history of neurological, 
cardiovascular, respiratory and cancer disorders 
(see Table 1) 

Table 1: Clinical features of patients infected with SARS-
CoV-2 

Characteristics 
Description of 

features 
Feaures 

attributes 

Demographics 

Gender (F=1, 
M=2) 

Numerical 
variables 

Age 
Numerical 
variables 

Obesity Binary variables 
Smoking Binary variables 

Alcohol addiction Binary variables 
Pregnant women Binary variables 

Comorbidites 

Diabete     No (0) 
,Yes (1) Binary variables 

HTA Binary variables 
Chronic kidney 

disease  (CKD) > 
stage III Binary variables 
Asthma Binary variables 
Chronic 

obstructive 
pulmonary 

disease  (COPD) Binary variables 
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Cardiac disease Binary variables 
Cancer (active or 

< 5 years) Binary variables 
Type of screening 

test 
RAT (1) - PCR 

(2) -CT-Scan (3) 
Numerical 
variables 

SpO2 < 92% No (0) - Yes (1) Binary variables 

Clinical 
classification of 

cases 

Benign (1)  - 
moderate  (2) - 

strict (3) - critical 
(4) 

Numerical 
variables 

NB of COVID-19 
Vaccine Doses 

Dose (0 - 1 – 2- 3) 
Numerical 
variables 

Outcomes 

O2 therapy Text/categorical  
Intensive care unit 

(ICU)   Text/categorical  
Resuscitation Text/categorical  

Death Text/categorical  
 

2.2 Data Preparation 

Data preparation is made up of several stages: 
Data cleaning, Data Transformation. 
2.2.1 Data cleaning 

The data collected from a computerized 
registry of the Sidi-Said Hospital, Meknes, 
Morocco, are structured in the form of a relational 
database. This database has undergone a cleaning 
process to eliminate and reduce noise: 
 Attribute noise is caused by input errors, 

missing variable values and redundant data. 
 Class noise which is due to errors introduced 

when assigning instances to classes. 
After removing rows with substantial missing 

values, we checked for missing or null data points 
in the database using the Python pandas library 
(Table 2). 

Table 2: Dataframe information 

# Column Non-Null Count Dtype 
0 Gender 236 non-null int64 
1 Age 236 non-null int64 
2 Obesity 236 non-null int64 
3 Smoking 236 non-null int64 
4 Alcohol addiction 236 non-null int64 
5 Pregnantwomen 236 non-null int64 
6 Diabete 236 non-null int64 
7 HTA 236 non-null int64 
8 Chronic kidney 

disease  (CKD) 
236 non-null int64 

9 Asthma 236 non-null int64 
10 Chronic obstructive 

pulmonary disease  
(COPD) 

236 non-null int64 

11 Cardiac disease 236 non-null int64 
12 Cancer 236 non-null int64 
13 RAT - PCR -CT-

Scan  
236 non-null int64 

14 SpO2 < 92% 236 non-null int64 
15 Clinical 

classification of 
cases 

236 non-null int64 

16 NB of COVID-19 
Vaccine Doses 

236 non-null int64 

 17 Outcomes 236 non-null object 

 
The number of records kept is 236 records, 

each showing a different case of a patient infected 
with covid-19. Each of these cases is represented by 
15 independent predictors/variables, plus an ordinal 
categorical target variable that reflects the level of 
risk in covid-19 infected patients. 

2.2.2 Data Transformation 
2.2.2.1 Logistic Regression Ordinale model 

Ordinal logistic regression, or proportional 
odds model, is an extension of the logistic 
regression model that can be used for ordered target 
variables. It was first created in the 1980s by Peter 
McCullagh[13].Ordinal regression problems are 
machine learning problems in which the goal is to 
categorize patterns using a categorical scale with 
labels in a natural order. This labeling structure is 
prevalent in many real-world applications, which 
has led to a growth in the number of approaches 
and algorithms created in this area in recent years 
[14], [15].In this study, we used this multi-class 
classification model to predict ordinal variables 
signifying the level of risk for each patient, in order 
to determine which patient has the highest risk of 
mortality from covid-19. The independent variables 
used in the prediction are divided into four ordinal 
levels (Table 3): 

Table 3: Risk Level of patients infected with Covid-19 

Outcomes Description 

Low  

O2 therapy: administered when saturation was 
≤ 92% at rest in room air; nasal cannula or 
Venturi mask required; NIV: noninvasive 

ventilation required. 

Medium  

Intensive care: these units are specialized in the 
management of a potentially serious isolated 

failure (neurological, cardiac...) 

High 

Resuscitation: these units treat patients with 
several simultaneous acute failures (circulatory, 

respiratory, etc.) that threaten their vital 
prognosis and require the use of heavy 

techniques 

Highest 
 

Deaths 
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2.2.2.2 Transforming the Ordinal Classification 
Problem  

In this study we used the Label-Encoder method, 
which required the target column to be of the 
"Category" data type. The default type of a non-
numeric target column is "object" (see Table 2). We 
converted this column to "Category" type using the 
scikit-learn package (Table 4). 

 
Table 4: Dataframe information and target categorical 
variable 

# Column Non-Null 
Count 

Dtype 

0 Gender 236 non-null int64 
1 Age 236 non-null int64 
2 Obesity 236 non-null int64 
3 Smoking 236 non-null int64 
4 Alcohol addiction 236 non-null int64 
5 Pregnantwomen 236 non-null int64 
6 Diabete 236 non-null int64 
7 HTA 236 non-null int64 
8 Chronic kidney disease  

(CKD) 
236 non-null int64 

9 Asthma 236 non-null int64 
10 Chronic obstructive 

pulmonary disease  
(COPD) 

236 non-null int64 

11 Cardiac disease 236 non-null int64 
12 Cancer 236 non-null int64 
13 RAT - PCR -CT-Scan  236 non-null int64 
14 SpO2 < 92% 236 non-null int64 
15 Clinical classification of 

cases 
236 non-null int64 

16 NB of COVID-19 
Vaccine Doses 

236 non-null int64 

 17 Outcomes 236 non-null Catego
ry 

 
Next, we used the label encoder to set a numeric 

value for each individual class within this 
categorical target variable, we did not use hot 
encoding as this would result in the loss of critical 
(ranking) information. Then, we defined the sensible 
order (Low< Medium < High <Highest) and 
mapped to the corresponding variable, to create a 
new column called (Risk Level) and delete the 
variable (Outcomes), as explained below (see Table 
5 and 6). 

 
Table 5: Convert categorical target variable to numeric 

variables ordinal 

 
 
 

Table 6: Dataframe information with the new 
ordinalnumeric variables "Risk Level" 

 
# Column Non-Null Count Dtype 
0 Gender 236 non-null int64 
1 Age 236 non-null int64 
2 Obesity 236 non-null int64 
3 Smoking 236 non-null int64 
4 Alcohol addiction 236 non-null int64 
5 Pregnantwomen 236 non-null int64 
6 Diabete 236 non-null int64 
7 HTA 236 non-null int64 
8 Chronic kidney 

disease  (CKD) 
236 non-null int64 

9 Asthma 236 non-null int64 
10 Chronic obstructive 

pulmonary disease  
(COPD) 

236 non-null int64 

11 Cardiac disease 236 non-null int64 
12 Cancer 236 non-null int64 
13 RAT - PCR -CT-Scan  236 non-null int64 
14 SpO2 < 92% 236 non-null int64 
15 Clinical classification 

of cases 
236 non-null int64 

16 NB of COVID-19 
Vaccine Doses 

236 non-null int64 

17 Risk level 236 non-null int64 

 
2.2.3 Modeling 
2.2.3.1 Development model 

The data preprocessing step is followed by a 
modeling process, which involves training the 
machine learning algorithms to predict classes from 
the features. In this study, we built our multi-variate 
logistic regression model, based on demographic 
data, level of disease severity (moderate, severe and 
critical), therapeutic and evolutionary, for ordinal 
prediction of the level of risk for aCOVID-19 
patient(need for oxygen inhalation, admission to 
intensive care, admission to resuscitation, death) in 
accordance with the good clinical practice protocol. 
The Python package scikit-learn was used to create 
classification models using support vector machine 
(SVM), K-nearest neighbors (kNN), decision tree 
(DT) and random forest (RF). We used a 10-fold 
cross-validation test to evaluate the classifiers, 
which is a predictive model evaluation approach 
that divides the original set into a training sample 
for learning the model and a series of tests to 
measure its effectiveness and efficiency, in order to 
construct a prediction of the risk level for patients 
infected with COVID-19 “Fig. 1”. 

 
 
 
 
 
 
 
 

Outcomes Risk level 
Low 0 

Medium 1 
High 2 

Highest 3 
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Fig.1  Prediction model used in this study 

2.2.3.2 Classification Methods 

In the present study, four machine learning 
approaches were used and compared to predict risk 
levels in covid-19 infected patients: K-Nearest 
Neighbors, Support-vector machines, decision tree 
and Random forest. The approaches are listed 
above, along with their results on the training and 
validation sets. 

a)KNN: K Nearest Neighbors (KNN): is a 
supervised machine learning algorithm that is one of 
the most basic, It is a non-parametric classifier 
based on the location of data points, according to the 
number of neighbors, similar features are grouped 
together[16]. The data is not analyzed 
presumptively; the essential notion behind k-NN is 
that related samples are clustered in the feature 
space[17]. As a result, the class label of a test 
example can be easily identified as the most 
common class label among those assigned to its k 
nearest neighbors[18]. The mapping of the dataset 
onto a metric space can be used to explain this 
procedure. Euclidean and Manhattan distance 
metrics are two commonly used distance 
measures[19]. In this study we used KNN to identify 
the level of risk in patients infected with Covid-19. 

b)Support-vector machines: Support vector 
machine (SVM) is a machine learning technique 
based on statistical learning theory, used for 
classification and regression. SVM provides a better 
classification that generates a more complex 
boundary between classes [20]. SVM was chosen as 
one of the learning techniques to test the 
performance of the model because it better captured 
the fundamental properties of the data despite its 
small size[21] . 

c)Décision Tree: The data is split multiple times 
into decision tree models based on the feature cutoff 
parameters. As a result of the split, several subsets 

of the dataset are produced, with each instance 
belonging to one of them. The ultimate subsets are 
end nodes or leaves, while the intermediate subsets 
are inner nodes or splits. To predict the outcome in 
each leaf node, the average outcome of the training 
data in that node is used. Decision trees can be used 
for classification and regression [22]. 

d)Random forest : Breiman introduced Random 
Forests (RF) as a tree-based ensemble learning 
approach for classification and regression in 
2001[15], [23]. It has been frequently used in the 
healthcare field due to its simple structure and 
superior performance compared to other machine 
learning approaches[24]. 
2.2.3.3 Performance measures: 

Evaluating model performance is an essential 
part of developing a successful machine learning 
model[25]. In this study, we used confounding 
metrics to evaluate the performance of each 
predictive model, including accuracy, specificity, 
precision, sensitivity, recall curve, and area under 
the receiver operating characteristic curve (AUC). 
Metrics for classification problems are essentially 
comparing actual classes to classes predicted by the 
model. They can also be used to understand the 
probability of those classes that were predicted. The 
performance of all of these metrics was evaluated to 
determine the optimal model for predicting risk 
levels for COVID-19 infected patients. 

a) Confusion matrix 
A confusion matrix is commonly used to 

visualize the performance of a classification 
algorithm. Figure 2 shows the confusion matrix for a 
multi-class model with N classes [25]. Observations 
on correct and incorrect classifications are collected 
in the confusion matrix C(େ୧୨), where C୧୨ represents 
the frequency with which class i is identified as 
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class j. In general, the confusion matrix provides 
four types of classification results with respect to a 
classification target k : 
 True positive (TP) : correct prediction of the 

positive class (c୩,୩) 
 True negative (TN) : correct prediction of the 

negative class ∑ c୧୨୧,୨∈୒\{୩}  
 False positive (FP) : incorrect prediction of the 

positive class  ∑ c୧୩୧∈୒\{୩}  
 False negative (FN) : incorrect prediction of the 

negative class ∑ c୩୧୧∈୒\{୩}  

 

Fig.2 Confusion Matrix for Multi-Class 
Classification 

b) Classification report: A classification report 
is a tool to evaluate the accuracy of the predictions 
of a classification algorithm. How many predictions 
are true and how many are false. As shown below, 
true positives, false positives, true negatives, and 
false negatives are used to predict the metrics of a 
classification report. 

Accuracy is the proportion of the total number 
of correct predictions. It is defined as the total 
number of positive instances of the model divided 
by the total number of instances. The accuracy 
parameter provides the percentage of correctly 
classified instances. The accuracy of the model is 
defined as: 

    𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
∑ ci,i

N
i=1

∑ ∑ ci,j
N
j=1

N
i=1

                   (1) 

 
Precision (2) is the ratio of true positives to all 

positives. For our problem statement, this 
parameter is used to determine the degree of the 
attribute to correctly classify the combination of 
effective adjuvant treatments, is defined as: 

   𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛௖௟௔௦௦  =
்௉೎೗ೌೞೞ

்௉೎೗ೌೞೞା ி௉೎೗ೌೞೞ
                     (2) 

The true negative rate (Specificity) is defined by 
equation (3). The false positive rate is the proportion 
of negative data points that are correctly considered 
negative, out of all negative data points. 

     𝑺𝒑𝒆𝒄𝒊𝒇𝒊𝒄𝒊𝒕𝒚 𝒄𝒍𝒂𝒔𝒔  =
𝑻𝑵𝒄𝒍𝒂𝒔𝒔

𝑭𝑷𝒄𝒍𝒂𝒔𝒔ା 𝑻𝑵𝒄𝒍𝒂𝒔𝒔
                (3) 

 

The recall (sensitivity) is the true positive rate 
defined by equation (4). This rate is the proportion 
of positive data points that are correctly considered 
as positive, on all positive data points. 

      𝑅𝑒𝑐𝑎𝑙𝑙 ௖௟௔௦௦  =
்௉೎೗ೌೞೞ

்௉೎೗ೌೞೞା ிே೎೗ೌೞೞ
                   (4) 

 
Sensitivity and specificity are also called 

quality parameters and used to define the quality of 
the predicted class. To determine the quality of the 
medical diagnostic model, three parameters are 
basically used; these three parameters are accuracy, 
sensitivity and specificity. 

F1-Score: This harmonic mean metric of 
accuracy and Recall. Although F1-Score is not as 
intuitive as Precision, it is useful for measuring the 
accuracy and robustness of the classifier[26].       

𝑭 𝟏 − 𝑺𝒄𝒐𝒓𝒆 =
ଶ ∗ ்௉೎೗ೌೞೞ

ଶ ∗ ்௉೎೗ೌೞೞ ା ிே೎೗ೌೞೞାி௉೎೗ೌೞೞ
            (5) 

 
The Roc and AUC curve 

A receiver operating characteristic (ROC) 
curve is a curve that plots the rate of true positives 
(sensitivity) against the rate of false positives (1 - 
specificity) as the decision threshold changes[22]. 
The area under the curve (AUC) is a measure of the 
probability that the model correctly classifies a 
positive random example versus a negative random 
example. Its values range from 0 to 1. By analogy, 
the higher the AUC, the better the model is at 
distinguishing between covid-19 infected patients at 
high risk of the disease and those who are not. 

The comparison of the performance of the 
learning algorithms, discussed in the next section, is 
based on these indicators (Accuracy; Precision; 
Specificity; Recall; AUC). 

3. RESULTS AND DISCUSSION 

3.1 Analysis of Result 

In this study, the quality of the ordinal 
classification model is assessed by the classification 
methods and the confusion matrix. We used the 
variables: gender, age, Obesity, Smoker, Alcoholic, 
clinical classification of cases (moderate, severe, 
critical), type of screening test (Chest X-ray as a 
screening test, followed by CT scan in doubtful 
cases), number of covid-19 vaccine, as well as 
history of neurological, cardiovascular, respiratory, 
and cancer disorders, to train our machine learning 
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model to identify high-risk individuals with 
symptoms of COVID-19. This method allows for 
rapid identification of high-risk patients at four 
different clinical phases, ranging from the onset of 
COVID19 to the requirement for expert treatment, 
such as intubation, intensive care units, and 
resuscitation. 

All the results below are 10-fold cross-
validation results, each representing the optimal 
result of this method, The results of these 
classification algorithms are presented in Table 6 
below, each row of the confusion matrix represents 
the instances of a real class and each column 
represents the instances of a predicted class, which 
it allows to get an overview of the correct 
predictions and false predictions. 

 
Table 6: The Multi-Class Confusion Matrix Of The 

Classification Models Used 
 

Classifier 
Predicted 

n = 236 
0 1 2 3 

SVM 

94 7 0 1 0 

C
ur

re
nt

 

14 47 3 2 1 

1 5 38 2 2 

5 4 2 11 3 

Random Forest 

87 8 4 3 0 

10 45 8 3 1 

2 3 40 1 2 

3 3 3 13 3 

DecisionTree 

85 12 0 5 0 

19 40 5 2 1 

0 10 35 1 2 

5 5 2 10 3 

KNN 

91 8 3 0 0 

35 26 5 0 1 

22 6 17 1 2 

14 2 4 2 3 

The results showed that the SVM classifier was 
more accurate in predicting the correct risk levels in 
covid-19 patients and that the highest false 
predictive number was 14 for value 1, with a total 
of 190 correctly classified instances versus 46 
incorrectly classified instances. Followed 
successively by Random Forest, Decision Tree and 
KNN. On the other hand, we observe that the KNN 
classifier is the highest in terms of false predictions, 
with the highest false prediction number (35) for 
value 1, with a total of 102 misclassified instances. 

According to Table6, we observe that the 
predicted value 1, that it represents the average risk 
level in covid-19 infected patients, was 
misclassified by the classifiers (KNN Decision 
Tree, SVM, Random Forest), followed successively 
by the predicted values 3,2, 0. 

3.2 Performance Evaluation 

Classification measures were calculated to 
compare the performances of four algorithms. 
Table 7 shows that SVM achieves the highest 
Accuracy (80.5%), Sensitivity (80.5%), Precision 
(80.1%) and f1 measure (80%), followed 
successively by Random Forest and Decision Tree 
with an Accuracy score of 78.4% and 72%, 
respectively. Considering the kNN classifier, we 
can notice that at a poor result in terms of Accuracy 
(57.6%), sensitivity (57.6%), Precision (59, 2%) 
and the f1 measurement (53.6%), AUC (70.4%). 
This is why the accuracy of SVM is better than the 
other classification techniques used in our study, 
with a score of (80.1%) and a lower error. 

Table 7: Evaluation Of The Different Machine Learning 
Algorithms 

 
Model AUC CA F1 Precision Recall 

SVM 0.930 0.805 0.800 0.801 0.805 

Random Forest 0.923 0.784 0.782 0.784 0.784 

DecisionTree 0.861 0.720 0.718 0.718 0.720 

KNN 0.704 0.576 0.536 0.592 0.576 

3.3 Roc and AUC curve 

The SVM machine learning classifiers, 
Random Forest and Decision Tree, give an 
accuracy level greater than 86% for the 
classification of risk levels in patients with 
symptoms of COVID-19. This indicates that the 
performance of these classification techniques is 
excellent for prediction. Based on the ROC curves 
of the models (Figure 3), the SVM model 
outperformed other machine learning models, in 
terms of sensitivity and specificity. 

 

Fig.3 ROC Curve For The Four Predicted That Signify 
The Level Of Risk For Patients Infected With The Covid-

19 Virus 
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We observe in Figure 3 that the ROC and AUC 
curves obtained from the test dataset show the areas 
under the ROC curves with similar patterns in the 
upper left corner. This means that the classifiers 
correctly predict the value 1, followed successively 
by the values 3, 2, 0 presented in the ROC curves 
(D, C, B). 

4. CONCLUSION  

In this paper we have proposed a new 
multivariate classification model to predict which 
patients admitted to hospital with COVID-19 will 
need special care (oxygen therapy, intensive care, 
resuscitation) or will die following a sudden 
deterioration of their health. This model will help 
health professionals (doctors) in decision-making 
for the recommendation of adequate medical 
treatments to patients, and to optimize decision-
making processes in the management of COVID-19 
patients (allocation of medical resources, planning 
of hospital capacities, estimation of oxygen supply 
needs, estimation of the saturations of intensive 
care units, etc.). A comparative study of different 
multivariate machine learning algorithms (SVM, 
KNN, DT and RF) showed that the SVM classifier 
is a reliable, powerful and efficient algorithm in 
predicting the risk level of patients contaminated by 
COVID-19. 

One key difference between this approach and 
previous studies is the use of machine learning 
algorithms to make predictions. Previous studies 
may have used traditional statistical models or 
relied on empirical observations. Machine learning 
algorithms have the ability to analyze complex 
datasets and identify patterns that may not be 
immediately apparent using traditional methods. 
Additionally, this approach focuses specifically on 
vaccinated patients, whereas previous studies may 
have looked at unvaccinated patients or the general 
population. This allows for a more targeted 
approach to predicting the severity of new variants 
in those who have already received the vaccine. 

We envisage as perspectives of our work, to 
generalize our study by integrating other 
parameters such as the dose of vaccination (1st 
dose, 2nd dose, 3rd dose and 4th dose) and the type 
of vaccines (AstraZeneca, Sinopharm, Johnson & 
Johnson and Pfizer) as well as data from patients 
hospitalized in the various centers in Morocco. 
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