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ABSTRACT 

 
Individuals with autism spectrum disorder (ASD) struggle with social interaction and learning skills 
throughout their lives. An early and precise diagnosis of ASD is crucial for designing an all-encompassing 
rehabilitation programme that enhances the individual’s quality of life and facilitates their integration into 
their social, familial, and professional environments. However, because of its dependence on a specialist’s 
opinion, the accuracy of ASD diagnoses is frequently compromised by the attendant lack of objectivity-
related biases. As a result, several studies have focused on using deep learning and optimization to provide 
ASD early detection methods. This paper aims to provide a novel approach to ASD classification that uses 
neural networks in conjunction with optimization, namely Zealous Particle Swarm Optimization-based 
Reliable Multi-Layer Perceptron Neural Networks (ZPSO-RMLPNN). 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 uses 
different protocols and fitness scores to evaluate the fMRI more deeply to confirm the presence and 
absence of ASD. 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 uses threshold values to evaluate fMRI images. 𝑍𝑃𝑆𝑂 −
𝑅𝑀𝐿𝑃𝑁𝑁 is evaluated with the Autism Brain Imaging Data Exchange version II (ABIDE II) dataset 

using standard deep learning metrics. The results make an indication that 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 has 
superior performance than the current classifiers in terms of identifying ASD and non-ASD. 
 
Keywords: Autism, Classification, Optimization, Neural Network, Multi-Layer Perceptron, Particle 

Swarm 
 
1. INTRODUCTION 

Image processing is a more refined illustration 
of the digitization and execution of operations on an 
image or a technique for extracting meaningful 
information from such a scene. The field of image 
processing that deals with classifying images are 
enormous. The classification process ensures that 
previously unclassified photos are placed in the 
appropriate groupings. In computer vision, the 
challenge of image categorization encompasses 
various fundamental data from industries, including 
medicine, agriculture, meteorology, and public 
security. The human brain may easily categorize 
images. But if the image is noisy, the computer will 
have difficulty doing this. The categorization 
process may be carried out in a variety of ways 
now. There are two classification procedures: (i) 
supervised classification, where an expert observes 

the data as it is sorted, and (ii) unsupervised 
classification. More data will be analyzed annually, 
and more information will be sorted into different 
categories. 

Nowadays, everyone with access to a digital 
camera and a computer may use image processing 
software regularly. Low-effort methods exist for 
improving photos in several ways, including 
contrast and edge detection, intensity quantification, 
and application of several mathematical operations. 
While these methods can provide impressive 
results, the average user employs them carelessly, 
obscuring the fundamental concepts underpinning 
the most fundamental image-processing procedures. 
Though this may be comfortable with some people, 
it typically results in a drastically deteriorated 
image. It fails to deliver the outcomes that may be  
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accomplished with familiarity with the 
fundamentals of an image-processing system. 
Figure 1 depicts the process involved in image 
classification. 

1.1 Autism Spectrum Disorder 

The social impairments and ritualistic habits 
that characterize Autism spectrum disorder (ASD) 
result from a neurological condition. Research in 
the field of psychiatric neuroimaging primarily 
seeks to locate objective biomarkers that may assist 
in detecting and providing treatment for persons 
with brain-based diseases [1]. A spectrum of 
phenotypes is linked with ASD, with varying 
impairments in social interaction, language skills, 
and sensory processing. Machine Learning (ML) 
techniques have recently been used to brain 
imaging data to understand better how the brain 
works. These algorithms can extract strong neural 
patterns from the brain imaging data of people with 
mental disorders. Machine learning is a subfield of 
AI that teaches computers to automatically and 
efficiently evaluate data to discover patterns and 
make judgments [2]. It is possible to use 
mathematical models to make predictions about the 
category to which a set of data points belongs using 
training data in supervised machine learning, which 
is used for classification. Classifiers trained by 
machine learning can model high-dimensional 
inputs with fewer data. As a result of their 
computational efficiency and applicability to small 
sample sizes, standard supervised machine-learning 
methods have been utilized to recognize abnormal 
motion and postural features [3]. Decision Trees, 
Random Forests, Support Vector Machines, K-
Nearest Neighbor, Naive Bayes, Discriminant 
Analysis, and so on are all examples of popular 
algorithms. Not every method will be optimal for 

every dataset because of variations in feature sets, 
sample sizes, and data formats. Researchers 
typically use many supervised machine-learning 
algorithm variants for classification and prediction 
before settling on the most effective [4]. 

 

ASD encompasses various symptoms and 
diagnoses. Those with ASD exhibit wide variation 
in the severity of their symptoms, language skills, 
and ability in other developmental domains (such as 
adaptive skills and executive functioning). Some 
people progress slowly or reach a plateau, while 
others regress and lose abilities they had previously 
gained, and these symptoms might appear at 
different times for each person [5]. People on the 
autism spectrum may often struggle with another 
mental health condition. Although the exact origin 
of ASD is unknown, both genetics and 
environmental factors have been implicated. More 
than a hundred genes have been related to ASD, and 
it is believed that 10%-20% of ASD cases have 
genetic variations [6]. In addition, persons with a 
family history of autism or other developmental 
abnormalities have a greater incidence of autism 
spectrum disorder than the general population. ASD 
may also be influenced by exposure to certain 
environmental elements. Risk factors for ASD 
include prenatal exposures, older parents, longer 
intervals between pregnancies, and delivery 
problems. Despite discovering several 
environmental and genetic linkages, no one factor 
has been implicated in all instances of ASD. Eye-
gaze performance, cognitive function, and possible 
pregnancy risk factors of people with ASD have all 
been evaluated using machine learning algorithms 
[7]. 
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Additionally, machine learning classifiers were 
used to distinguish between usual and abnormal 
hand motions in persons with ASD [8]. To the best 
of our knowledge, however, no research has yet 
used machine learning methods to investigate 
aspects of postural control in children with ASD. 
Machine learning can improve ASD diagnosis by 
accurately identifying autistic postural control 
characteristics [9]. 

 

1.2 Problem Statement 

ASD is difficult to treat since its genetic 
markers vary from patient to patient. A genetic 
diagnosis may be vital in deciding patient care and 
appropriate medicines since each individual 
requires a unique course of action. Identifying and 
understanding the causes that generate distinct 
varieties of ASD is crucial to create specific 
therapies for persons with ASD. Clinicians would 
benefit greatly from trustworthy and accurate 
technology that can easily automate the entire 
genetic diagnosis procedure. Early diagnosis of 
ASD allows for quicker intervention and improved 
long-term results. Another significant benefit of 
using a deep learning strategy for diagnosing ASD 
is cost savings. In 2014, the median family was 
estimated to spend AUD 34,900 annually [10]. In 
INR, it would averagely cost around Rs. 
17,82,432.35. 

 

1.3 Objective 

The significant objective of this research is to 
propose a classification algorithm; namely, Zealous 
Particle Swarm Optimization Based Reliable Multi-
Layer Perceptron Neural Networks, to effectively 
identify the presence of ASD in fMRI images, i.e., 
ABIDE II dataset. 

 

1.4 Organization of the Paper 

The current section of the paper has provided 
an overview of processes involved in digital image 
processing, ASD, problem statement, and objective. 
Section 2 provides a literature review on the subject 
of ASD classification. In Section 3, we propose a 
deep learning technique based on bio-inspiration for 
identifying ASD. The ABIDE II dataset is 
summarized in Section 4. Metrics for comparing the 
effectiveness of the proposed classifier to those of 
already-existing classifiers are detailed in Section 5. 
In Section 6, we analyze the obtained results. 
Section 7 concludes the research with future 
improvements. 

 

2. LITERATURE REVIEW 

“Tactile Stimulation Device” [11] is designed 
for the early identification of autism among infants 
in the proposed study. The multisensory device is 
presented with visual, audio, and touch data. The 
peripheral response data are recorded, and the 
stroking speed and skin force are considered. The 
investigation is carried out on 10-20-month-old 
toddlers, and responses are observed to generate the 
results. “Clustering Technique” [12] is applied to 
detect abnormal brain activity in ASD children. The 
centrality and network entropy measures are applied 
to detect the subsystem of the brain, and the 
functionalities are observed. The clusters are 
formed based on the cerebellar, and results are 
generated to portray the level of understanding 
about the tools in therapeutic diagnosis and 
interventions. The “Robot-mediated Imitation Skill 
Training Architecture” [13] technique is used in the 
presented study for detecting the autism level 
among children by operating the automated robot in 
diagnosis. Experiments were carried out to test the 
functionality and performance documentation. 
Results show better compatibility than traditional 
algorithms. “Closed-Loop Autonomous Computer 
System” [14] is proposed to train young toddlers 
affected with ASD through social skill training. The 
child’s response is examined and monitored based 
on the technique’s working. Toddlers were used for 
demonstrating, which is proven to apply to early 
disease diagnosis.  

 

“Virtual Reality-based Driven System” [15] is 
developed a study for fusing multimodal data to 
enhance the driving skills of ASD-affected 
adolescents. The cognitive load is measured, and 
optimal learning skill is enhanced. Feature 
extraction and classification tasks are carried out, 
and information is fused. Results are generated to 
prove its convenience in increasing the driving 
skills of individuals. “Collaborative Virtual 
Environment” [16] is designed to exhibit ASD 
disease among children in the proposed study. 
Simple hand gestures of the children are monitored, 
and games are structured by moving the virtual 
objects hand-hand. The game strategies and gaze 
and voice-based data are taken into consideration 
and improve the collaboration skills of autistic 
children. “De-Biased Statistical Inference” [17] is 
proposed for validating the hypothesis of estimating 
the graphical models of high dimensional data of 
ASD. The minimization algorithm is integrated, and 
the sparse matrix is designed. The hypothesis is 
tested with statistical inference, and the False 
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Discovery Rate is fetched. Numerical studies 
generate results, and performance is measured.  

 

“Cluster GAN Network” [18] is fine-tuned 
using a meta-learning structure for improving the 
diarization of ASD. The call-Home telephonic 
conversation is used for experimenting, and the 
proposed technique’s effectiveness is investigated. 
X-vector is employed with the method, and 
accuracy is detected. “Modified Expectation-
Maximization Algorithm” [19] is used for designing 
the framework to segregate the hand gestures in 
images with RGB –depth format. RGB and Depth 
maps are grouped, and the edges are refined using 
hand gestures using Bayesian Networks. 
Experiments are carried out, and the segregated 
hand gestures are adjusted based on RGB edges. 
Integration and testing of the framework are done 
by using performance metrics. “Deep Learning” 
[20] is proposed along with a cross-dataset structure 
for detecting the facial images of ASD. An 
objective function is introduced to control the 
distribution of skewed labels, and the ResNet 
pipeline is integrated. Experiments were conducted 
to test the knowledge through facial datasets and 
improve performance in multi-site datasets. 
“Automatic Facial Expression Recognition” [21] is 
introduced in detecting ASD, Low vision, and 
Alzheimer’s disease based on facial expressions and 
emotions. 3-D videos were examined, and the 
lighting and head pose were considered. 2.5-
dimensional face data captured with RGB-D 
cameras is analyzed to derive characteristics for use 
in an automated emotion annotation method. 
Classification is made based on the fetched features, 
and accuracy is measured.  

 

The “Nonlinear Dimensionality Reduction” 
[22] method is provided to measure the neural 
activity of ASD based on the Blood Oxygenation-
Level Dependent (BOLD) technique. Leave-One-
Out-Cross-Validation (LOOCV) is used for 
validation, and the Locally Linear Embedding of 
BOLD is used for optimizing the selected feature. 
Both time and space complexity is decreased and 
prove better classification for retaining the brain 
structures of cohorts. “Pediatric 
Magnetoencephalography (MEG)” [23] is used in 
the prediction of ASD with abnormal 
communication ability. The disorder is discovered 
with imaging modalities, and a sensing method 
based on spin-exchange relaxation-free (SERF) is 
integrated. The infant’s brain reactions are detected, 
and the modality substrates’ progress is measured. 
“Mathematical Framework” [24] with Diffusion 

Tensor Imaging is used in the proposed study for 
analyzing the multiple-facial models. The novel 
operators are defined, and a similarity metric is 
stated. Comparisons of different features are made 
and validated with healthy patients who affect them 
with tuberculosis and autism. “Imitation of different 
postures of robot” [25] is assessed in the proposed 
study for ASD and TD individuals (adults, 
children). The learning phase is used to imitate the 
human posture by the robot and vice versa. Neural 
Network is applied in the sensory-motor 
architecture, and the robot is learned. Results for 
learning are obtained from all groups and 
generalized. Successful applications of bio-inspired 
optimization have expanded into new fields like 
advanced networking [26]–[34], cyber security, 
medical image mining, share market prediction, etc. 

 

“Genetic-Evolutionary Random Support Vector 
Machine (GERSVM)” [35] is developed, whereby 
the cluster of SVMs selects samples and 
characteristics at random. Alterations are made to 
the genetic evolution, and the reliability of the 
categorization system is checked. Resting-state 
fMRI is used to identify aberrant brain areas and 
diagnose autism spectrum disorder. “Functional 
Connectivity Complex Network Measures (FC-
CNM)” [36] uses a machine learning classification 
method called Recursive Cluster Elimination-based 
Support Vector Machine (RCE-SVM) to compare 
the predictive accuracy of common connection 
metrics with that of sophisticated network 
measurements taken from the ABIDE dataset. FC-
CNM used RCE-SVM to evaluate the prediction 
efficacy of three different feature sets: (a) 
Functional Connectivity, (b) complex network 
measures, and (c) fusion of both a and b. The 
Cluster phase organizes the features into groups, the 
SVM scoring calculates each group’s relevance in 
classification, and the RCE eliminates the groups 
with the lowest scores. 

 

3. ZEALOUS PARTICLE SWARM 
OPTIMIZATION-BASED RELIABLE 
MULTI-LAYER PERCEPTRON 
NEURAL NETWORKS 

 
 
 
 
 
 

3.1 Reliable Multi-Layer Perceptron Neural 
Networks (𝑹𝑴𝑳𝑷𝑵𝑵) 

𝑅𝑀𝐿𝑃𝑁𝑁 is considered as a significant part 

of the Neural Network (𝑁𝑁) family. An 

𝑅𝑀𝐿𝑃𝑁𝑁 takes a set of inputs and turns them 
into a set of useful outputs by using the 
transformation procedure. Nodes of 𝑁𝑁 are the 
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building blocks of 𝑅𝑀𝐿𝑃𝑁𝑁, and its three layers 

(i) input-layer (𝐼𝐿), (ii) hidden-layer (𝐻𝐿), and (iii) 

output-layer (𝑂𝐿), provide a hierarchical structure. 

The 𝐼𝐿 is responsible for transmitting the output of 

the previous layer. The 𝐻𝐿 is located in the middle 

of the 𝐼𝐿 and the 𝑂𝐿. Multiple 𝐻𝐿 may be present 

in the 𝑅𝑀𝐿𝑃𝑁𝑁 network. The exact number will 
vary from the research problem the researcher has 
taken. Most research work considers only a layer. 
By using a transfer function, the main goal of the 
neurons in the 𝐻𝐿 is to change the inputs into the 

desired outputs. The 𝑂𝐿 is where the final results 
are stored. The data classes determine how many 
neurons are present in 𝑂𝐿. 

 

Each neuron present in an 𝑅𝑀𝐿𝑃𝑁𝑁 is 
hidden, and it is linked to other neurons using 2 
weights, namely, (i) connection weight (𝑡) and (ii) 
bias weight. Each hidden neuron's aggregated 
output results from an operation of summation and 
activation (i.e., transference). Eqn.(1) depicts the 
result of the product cum summing operation 
performed by neuron 𝑤. Subsequently, 
transference functions are fully utilized to map the 
result of the product cum summing process.  

𝑠𝑢𝑚௪
 = ෑ ൭𝑣௪ + (𝑛௦௪ ∗ 𝑠𝑡௪)

௧

௦ୀଵ

൱

௧

௪ୀଵ

 (1) 

wherein 𝑛௦௪  is the weight of the link between 𝑠 

and 𝑤 neurons in the hidden layer, and 𝑣௪ is the 

bias of 𝑤 neurons present in the 𝐻𝐿. Using 
Eqn.(2), this research work performs the 
transference process. 

𝑞௪ = ሥ 𝑔(𝑠𝑢𝑚௪
 )



௪ୀ

 (2) 

where 𝑞௪ is the 𝑤 output of the neurons, 𝑤 holds 

the value from 1 to 𝑐, and 𝑔 indicates a Sigmoid 
function, and the Eqn.(3) is applied to compute. 

𝑔(𝑠𝑢𝑚௪
 ) =

1

1 + ℎି௦௨ೢ
 + 𝑣௪ሬሬሬሬ⃑  (3) 

 
After integrating the outputs of all hidden 

nodes, 𝑄௪ is computed by the summing and 
transference methods which are depicted in Eqn.(4) 
and Eqn.(5): 

𝑔(𝑠𝑢𝑚௪
 ) =  𝑛௦௪ ∗ 𝑞௪ + 𝑣௪ሬሬሬሬ⃑



௦ୀଵ

 (4) 

 

The bias 𝑤 to neuron 𝑤 is represented as 𝑛௦௪ , 

while the link weight of 𝐻𝐿 between 𝑠 and 𝑤 

neuron is indicated as 𝑣௪. 

𝑄௪ = 𝑔(𝑠𝑢𝑚௪
 ) (5) 

where 𝑤 holds the value between 1 to a, and the 
value of g is derived from Eqn.(3) 
 
3.2 Zealous Particle Swarm Optimization 

An innovative swarm intelligence and global 
optimization algorithm, Particle Swarm 
Optimization (𝑃𝑆𝑂) algorithm takes cues from 
particles' social iterative behavior in the natural 
world. The 𝑍𝑃𝑆𝑂 algorithm is developed based on 
particles' foraging, alertness, and flying behaviors. 
Five protocols utilized to describe the algorithm's 
underlying concept are: 

 
Protocol 1: Each particle must be in either the 

"watch" or "forage" position. 
Protocol 2: While foraging, each particle 

remembers and maintains track of 
its own and the group's most 
successful strategies for finding 
food. This information will change 
where it goes and how it looks for 
food. 

Protocol 3: Each particle in the alert condition 
makes a concerted effort to travel 
toward the center of the flock, 
believing that the particles in the 
center have more energy reserves. 
Predators are less likely to attack 
the particles in the middle. 

Protocol 4: Migrating particles constantly 
swing back and forth between 
productive and subsistence 
activities. According to this 
optimization-based classification 
algorithm, the particles with the 
biggest reserves are the providers, 
while the ones with the lowest are 
the parasites. But other particles are 
supposed to be either leaders or 
followers at random. 

Protocol 5: The particles that identify most 
foods take the lead in the quest for 
food, while the scavengers follow 
one randomly. 

 
The 𝑍𝑃𝑆𝑂 algorithm's key components are 

modeled based on these assumptions. The 
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optimization begins by seeding the 𝑌-dimensional 

search space with 𝑇 number of particles at random. 
Each particle in the swarm uses its intelligent 
knowledge and the collective wisdom of the flock 
when foraging, as outlined in 𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 2. 
Eqn.(6) provides a mathematical representation of 
𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 2, if 𝑠 𝜔 [1, … . 𝑇], 𝑤 𝜔[1, … . , 𝑌], 

and 𝑟𝑎𝑛𝑑ௗ are random numbers that are selected 

from the range [0, 1] which are normally 

distributed, then 𝑝௦,௪ 


 will act as the value of 

component 𝑤 related to 𝑠 number of generations in 

𝑓. The accelerated coefficients for intelligence and 
social interaction are the 2 significant constant 
positive values, namely 𝑈 and 𝐸. Experience on a 

small scale 𝑀௦,௪ and a large scale 𝑗௦ are both 
shown in Eqn.(6). 

𝑝௦,௪
ାଵ

= ෑ 𝑝௦,௪


+ ൫𝑚௦,௪ − 𝑝௦,௪


൯ × 

 (𝑈 × 𝑟𝑎𝑛𝑑ௗ)
௦

ௗୀଵ
+ 

൫𝑗௪ − 𝑝௦,௪


൯ × (𝐸 × 𝑟𝑎𝑛𝑑ௗ)

௪

ௗୀଵ

 

(6) 

 
If a random number generated is more than 𝑀, 

this foraging behavior will be triggered. This is just 
a straightforward implementation of 𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 1 
in action. Eqn.(7)-Eqn.(9) derived from 
𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 3 are used in 𝑍𝐵𝑆𝐴's for modeling the 
particles' flight toward the middle of the swarm. 

𝑝௦,௪
ାଵ

= ෑ 𝑝௦,௪


+ 𝐷1൫𝑚𝑒𝑎𝑛௪ − 𝑝௦,௪


൯ × 

𝑟𝑎𝑛𝑑ௗ + 𝐷2൫𝑚,௪ − 𝑝௦,௪


൯ × 
𝐸 × 𝑟𝑎𝑛𝑑௩  

(7) 

𝐷1 = ෑ ቆ𝑑1 × 𝑒𝑥𝑝 ൬
−𝑚𝐹𝑆௦

𝑠𝑢𝑚𝐹𝑆 + 𝜎
× 𝑇൰ቇ

௪

௦ୀଵ

 
(8) 

𝐷2 = ෑ 𝑑2 × 𝑒 × 

𝑥𝑝 ൭  ൬
𝑚𝐹𝑆௦ − 𝑚𝐹𝑆

|𝑚𝐹𝑆 − 𝑚𝐹𝑆௦| + 𝜎
൰

௪

,௦ୀ

× ൬
𝑇 × 𝑚𝐹𝑆

𝑠𝑢𝑚𝐹𝑆 + 𝜎
൰൱ 

(9) 

 
The Fittest Score (𝐹𝑆) of particle 𝑠 is 𝑚𝐹𝑆௦, 

where the constants of proportionality numbers 𝑑1 

cum 𝑑2 fall in the range [0, 2] and its sum. The 
mean fitness of the flock is represented by the sum 
of 𝐹𝑆, where 𝜎 depicts a tiny constant used to 

prevent division by zero and 𝑚𝑒𝑎𝑛௪ indicates a 

number present in 𝑤th element of the swarm in the 
current location. 

 
To compensate for environmental factors, 

particles use the swarm's mean efficiency as they 
move closer to its center. 𝑃𝑟𝑜𝑡𝑜𝑐𝑜𝑙 4 depicts 
particles that have recently finished flying, and 
Eqn.(10) and Eqn.(11) mathematically express the 
same. 

𝑝௦,௪
ାଵ

= ෑ 𝑝௦,௪


+ ൫𝑟𝑎𝑛𝑑𝑡 + 𝑝௦,௪


൯ (10) 

𝑝௦,௪
ାଵ

= ෑ 𝑝௦,௪


+  ൫𝑝,௪


− 𝑝௦,௪


൯ × 𝐺𝑍

௦

௪ୀଵ

× 𝑟𝑎𝑛𝑑ௗ  

(11) 

where 𝑎 𝜔 [1, … . , 𝑇] and 𝑎 ≠ 𝑠, 𝐺𝑍𝜔[0,2] 

and 𝑟𝑎𝑛𝑑𝑡 is a random integer generated from a 

Gaussian distribution with a mean value of 0 and a 

variance value of 1. 
 
3.3 Fusion of ZPSO and RMLPNN 

This research work has developed a 𝑍𝑃𝑆𝑂 
optimizer to determine the best possible outline for 
the underlying network (weights and biases). 
𝑍𝑃𝑆𝑂 employs a structure of 𝑅𝑀𝐿𝑃𝑁𝑁 
network, whereby the amount of neurons is 
determined by the Eqn.(12) rather than some 
arbitrary threshold value because there exists no 
threshold condition for selecting the number of 
hidden nodes. 

𝑐 = (2 × 𝑦)

௦

௬ୀ

+ 1 (12) 

where 𝑦 indicates the total amount of data 

characteristics, and 𝑐 is the total number of 
neurons. Eqn.(13) is utilized to derive the sum of all 
weights and biases. 

𝑡 = ൫(𝑦 ∗ 𝑐) + (2 ∗ 𝑐)൯

௬

ୀଵ

+ 1 (13) 

 

As part of the 𝑍𝑃𝑆𝑂 optimizer's 𝑅𝑀𝐿𝑃𝑁𝑁 
network integration, weights and biases are 
represented by "particles" that are individuals in the 
optimization part. The vector containing the 
particle's data consists of 𝑡 double-precision 

floating-point integers. 𝑍𝑃𝑆𝑂 optimizer may be 

used to train RMLPNN by combining 𝑍𝑃𝑆𝑂 

operators with the 𝑅𝑀𝐿𝑃𝑁𝑁 architecture. This 
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research work breaks this entire strategy into five 
different phases, which are: 
 

Phase 1: Random Particle Construction 
The proposed technique begins with 
the specification of the 𝑅𝑀𝐿𝑃𝑁𝑁 
structure, including the overall amount 
of biases and weights (𝑡) and the 

number of neurons (𝑐), Next, a 

distribution of 𝑅𝑀𝐿𝑃𝑁𝑁 network 

representing 𝑇 particles is constructed 
randomly. 

Phase 2: Fitness Score (𝑭𝑺) Calculation 

𝐹𝑆 of each particle is evaluated by 
applying a fitness function to the 
training data. The 𝑀𝑆𝐸 defined in 
Eqn.(14), was employed as an FS. 

𝑀𝑆𝐸 =
1

𝑎
(𝑞௦ − 𝑞ො௦)ଶ



௦ୀଵ

 (14) 

The actual output of the 𝑠nd 

training sample is 𝑞௦, the 

anticipated output of the 𝑠th 

training sample is 𝑞ො௦, and the 
overall number of training samples 
is 𝑎. 

Phase 3: Updation 
Before training 𝑅𝑀𝐿𝑃𝑁𝑁, the 

best personal and overall 𝐹𝑆 for 
every particle is updated. 
Afterward, the state of each 
particle is used to alter the vector 
associated with that particle. To 
further increase the variety of the 
flock, the particles will be 
separated into two categories. 
Once that is done, the overall 𝐹𝑆 
and its associated solution will be 
refreshed. 

Phase 4: Termination 
The iterations are repeated till they 
reach their maximum number. 

 
To ensure that the resulting 𝑅𝑀𝐿𝑃𝑁𝑁 can be 

utilized as a predictive model, the 𝑀𝑆𝐸 is 
calculated using the testing samples, with the best 
𝐹𝑆. The 𝑍𝑃𝑆𝑂 optimizer considers the 

𝑅𝑀𝐿𝑃𝑁𝑁 networks discovered to generate a new 

set of 𝑅𝑀𝐿𝑃𝑁𝑁 networks. This strategy uses the 
maximum number of iterations to calculate MSEs 
and improve the 𝑅𝑀𝐿𝑃𝑁𝑁s until the end 

condition is met. It is worth noting that the 
suggested 𝑍𝑃𝑆𝑂-based trainer averages the 𝑀𝑆𝐸 

across all 𝑅𝑀𝐿𝑃𝑁𝑁 networks for performing the 
classification on ABIDE-II dataset training 
samples. Since there are 𝑡 possible random 

𝑅𝑀𝐿𝑃𝑁𝑁 networks, 𝑓 maximum possible 

iterations, and 𝑦 possible training samples, the 

computational cost is 𝐾(𝑡𝑓𝑦). 
 

4. ABOUT THE DATASET 
 
The success and value of ABIDE I’s setup for 

aggregating functional MRI (fMRI) data from 
many sites were proven. The intricacy of the 
connectome, the great variability of ASD, and the 
first results from the ABIDE I data analysis all 
point to the necessity of much bigger and better-
characterized samples, however. Therefore, ABIDE 
II was formed with funding from the National 
Institute of Mental Health (R21MH107045) to 
further discover work on the brain connectome in 
ASD. The phenotypic characterization of ABIDE 
II’s datasets, especially those measuring core ASD 
and accompanying symptoms, has increased by 
over a thousand since the project began. In 
addition, two sets of information comprise 
longitudinal samples from 38 individuals over two 
different periods with intervals of one to four years. 
To this point, ABIDE II has 19 sites involved, 
including 10 charter institutions and 7 new 
members, who contributed 1114 datasets containing 
data on 521 people affected with ASD and 593 
controls in the range of 5-64 years. In June 2016, 
this information was made publicly available to 
researchers. No personally identifiable information 
is included in any of the datasets, as required by 
HIPAA and the standards used by the 1000 
Functional Connectomes Project/INDI. Figure 2 
provides the sample images. The fMRI images hold 
the pixel values of 256 × 256.  

 
5. PERFORMANCE METRICS 

 
The current research utilizes the below-

mentioned standard cum benchmark performance 
metrics to evaluate ZPSO-RMLPNN against 
GERSVM and FC-CNM. 

 Classification Accuracy (𝑪𝒍 − 𝑨𝒄𝒄): The 
accuracy of a classification system is 
measured by how many right predictions 
are made relative to overall samples. 

 F-Measure (𝑭 − 𝑴𝒔𝒓): It is a statistic 
used to evaluate the reliability of 
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classification. It is calculated as the 
harmonic mean (i.e., weighted mean) of 
the classification’s recall and precision. 

 Fowlkes-Mallows Index (𝑭𝑴𝑰): It 
represents the geometric mean of recall 
and precision results. 

 Matthews Correlation Coefficient 
(𝑴𝑪𝑪): It denotes the true and predicted 
values correlation coefficient. 

 

The metrics mentioned above make use of four 
variables, namely (i) True-Positive (𝑇𝑟 − 𝑃𝑜𝑠), (ii) 
False-Positive (𝐹𝑙 − 𝑃𝑜𝑠), (iii) True-Negative 
(𝑇𝑟 − 𝑁𝑒𝑔), and (iv) False-Negative (𝐹𝑙 − 𝑁𝑒𝑔). 
 

6. RESULTS AND DISCUSSION 
 

6.1 ASD detection by ZPSO-RMLPNN 
Figure 3 highlights the autistic brain regions 

that are identified by the proposed classifier 
𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 while evaluating in MATLAB 
2021b. 

 
 
 
 
 

 

(a) 
 

(b) 
 

(c) 
 

(d) 
 

(e) 
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(g) (h) (i) 
Fig 2 Autistic fMRI Brain Images 

 

(a) 
 

(b) 
 

(c) 
 

(d) 
 

(e) 
 

(f) 
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(g) 
 

(h) 
 

(i) 
 

Fig 3 Autistic Brain Regions detected by 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 
6.2 Positivity Analysis 
 

Figure 4 analyzes the positive results (i.e., 
𝑇𝑟 − 𝑃𝑜𝑠and 𝐹𝑙 − 𝑃𝑜𝑠) obtained during the 
evaluation of classifiers. The X-axis is plotted with 
𝑇𝑟 − 𝑃𝑜𝑠and 𝐹𝑙 − 𝑃𝑜𝑠, which are variables. Y-axis 
is plotted with results measured in percentage. By 
offering higher 𝑇𝑟 − 𝑃𝑜𝑠 and lower 𝐹𝑙 − 𝑃𝑜𝑠, 
𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 has surpassed the state-of-the-
art classifiers, as shown in Figure 4. Optimization 
in 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 plays a significant role in 
identifying exact ASD and non-ASD from 𝑓𝑀𝑅𝐼 
images. The state-of-the-art classifier does not 
perform any optimization toward identifying ASD 
and non-ASD more accurately. The values of 𝑇𝑟 −
𝑃𝑜𝑠and 𝐹𝑙 − 𝑃𝑜𝑠 results that were determined 
during the evaluation of classifiers are included in 
Table 1. 
 

 
Fig 4 𝑇𝑟 − 𝑃𝑜𝑠and 𝐹𝑙 − 𝑃𝑜𝑠 Analysis 

 

 
Table 1 𝑇𝑟 − 𝑃𝑜𝑠and 𝐹𝑙 − 𝑃𝑜𝑠 Result Values 

 Algorithm 𝑻𝒓 − 𝑷𝒐𝒔 𝑭𝒍 − 𝑷𝒐𝒔 

GERSVM 33.752 17.953 

FC-CNM 36.266 15.081 

ZBSO-MLPNN 39.587 12.029 

 
 
6.3 Negativity Analysis 

Evaluation of negative results (i.e., 𝑇𝑟 − 𝑁𝑒𝑔 
and 𝐹𝑙 − 𝑁𝑒𝑔) are carried out in Figure 5. The 𝑋 −
𝑎𝑥𝑖𝑠 displays 𝑇𝑟 − 𝑁𝑒𝑔 and 𝐹𝑙 − 𝑁𝑒𝑔 as 
independent variables. The 𝑌 − 𝑎𝑥𝑖𝑠 displays 
percentages of 𝑇𝑟 − 𝑁𝑒𝑔 and 𝐹𝑙 − 𝑁𝑒𝑔results. 
Figure 5 demonstrates that 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 is 
superior to the other available classifiers since it 
offers higher 𝑇𝑟 − 𝑁𝑒𝑔 with lower 𝐹𝑙 − 𝑁𝑒𝑔. 
𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 classifies ASD and non-ASD 
optimistically. Five different protocols used by 
𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 lead to better 𝑇𝑟 − 𝑁𝑒𝑔 and 
lower 𝐹𝑙 − 𝑁𝑒𝑔 than the state-of-the-art classifiers, 
where no protocols are used to identify ASD and 
non-ASD accurately. Table 2 holds the values of 
𝑇𝑟 − 𝑁𝑒𝑔 and 𝐹𝑙 − 𝑁𝑒𝑔results that were 
established during the assessment of classifiers. 
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Fig 5 𝑇𝑟 − 𝑁𝑒𝑔and 𝐹𝑙 − 𝑁𝑒𝑔 Analysis 

 
Table 2 𝑇𝑟 − 𝑁𝑒𝑔and 𝐹𝑙 − 𝑁𝑒𝑔 Result Values 

Algorithm 𝑻𝒓 − 𝑵𝒆𝒈 𝑭𝒍 − 𝑵𝒆𝒈 

GERSVM 30.969 17.325 

FC-CNM 34.470 14.183 

ZBSO-MLPNN 37.522 10.862 

 
6.4 𝑪𝒍 − 𝑨𝒄𝒄 and 𝑭 − 𝑴𝒔𝒓 Analysis 

𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 results of the proposed 
classifier and existing classifiers are analyzed in 
Figure 6. 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 are marked in 𝑋 −
𝑎𝑥𝑖𝑠, where the 𝑌 − 𝑎𝑥𝑖𝑠 represents the percentage 
of obtained results. Fitness score (𝐹𝑆) plays a vital 
role in achieving the better 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟. 
𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 evaluates every fMRI based on 
the fitness score. If the 𝐹𝑆 is high, then 𝑍𝑃𝑆𝑂 −
𝑅𝑀𝐿𝑃𝑁𝑁 confirms the presence of ASD, and if the 
𝐹𝑆 is low, then 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 confirms the 
absence of ASD. Existing classifiers does not 
profoundly evaluate the fMRI using any 𝐹𝑆 and 
which leads them to face low 𝐶𝑙 − 𝐴𝑐𝑐 and poor 
𝐹 − 𝑀𝑠𝑟. The values of 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 −
𝑀𝑠𝑟results that were determined during the 
evaluation of classifiers are included in Table 3. 
 

 

Fig 6 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 Analysis 
 

Table 3 𝐶𝑙 − 𝐴𝑐𝑐 and 𝐹 − 𝑀𝑠𝑟 Result Values 

 Algorithm 𝑪𝒍 − 𝑨𝒄𝒄 𝑭 − 𝑴𝒔𝒓 

GERSVM 64.722 65.677 

FC-CNM 70.736 71.252 

ZBSO-MLPNN 77.110 77.573 

 
 
 
6.5 𝑭𝑴𝑰 and 𝑴𝑪𝑪 Analysis 

A comparison of the proposed and current 
classifiers for 𝐹𝑀𝐼 and 𝑀𝐶𝐶 outcomes is shown in 
Figure 7. 𝐹𝑀𝐼 and 𝑀𝐶𝐶 measurements are shown 
on the 𝑋 − 𝑎𝑥𝑖𝑠, while the outcomes are shown on 
the 𝑌 − 𝑎𝑥𝑖𝑠. The sigmoid function present in 
𝑅𝑀𝐿𝑃𝑁𝑁 and the updation strategy of 𝑍𝑃𝑆𝑂, 
works together to achieve the better 𝐹𝑀𝐼 and 𝑀𝐶𝐶. 
The better 𝐹𝑀𝐼 and 𝑀𝐶𝐶 indicate how many levels 
the ASD and non-ASD are classified accurately. 
State-of-the-art classifiers do not use applying any 
function to detect ASD and non-ASD, which leads 
to achieving better 𝐹𝑀𝐼 and 𝑀𝐶𝐶. Table 4 displays 
the results obtained for both proposed and existing 
classifiers for the 𝐹𝑀𝐼 and 𝑀𝐶𝐶 measures. 
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Fig 7 𝐹𝑀𝐼 and 𝑀𝐶𝐶 Analysis 
 

Table 4 𝐹𝑀𝐼 and 𝑀𝐶𝐶 Result Values 

Algorithm 𝑭𝑴𝑰 𝑴𝑪𝑪 

GERSVM 65.678 29.394 

FC-CNM 71.255 41.465 

ZBSO-MLPNN 77.578 54.221 

 
7. CONCLUSION 

 
Autism spectrum disorder (ASD) is complex 

since there is a large range of the presence of co-
morbid behavioral and medical problems, and it is 
not understood how these diseases affect the 
capacity to detect ASD. Predictive models based on 
optimization are seeing a widespread application 
for locating patterns that can serve as biomarkers 
for various neuropathological diseases. This paper 
proposed Zealous Particle Swarm Optimization 
Based Reliable Multi-Layer Perceptron Neural 
Networks (ZPSO-RMLPNN) to classify ASD with 
better reliability. Different strategies are performed 
in the optimization and classification stages of 
𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁. The fitness function plays a 
great role in achieving better results, where the 
score of the fitness function is used to confirm the 
presence and absence of ASD. 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 
is evaluated with ABIDE-II dataset using 

significant deep learning metrics. 𝑍𝑃𝑆𝑂 −
𝑅𝑀𝐿𝑃𝑁𝑁 has achieved 77.11% of classification 
accuracy, where the existing classifiers have 
achieved 67.729% of classification accuracy only. 
Results indicate that 𝑍𝑃𝑆𝑂 − 𝑅𝑀𝐿𝑃𝑁𝑁 can be 
applied in healthcare to assist experts in confirming 
the presence of ASD that leads to saving of cost 
spent in diagnosing ASD. The future scope of this 
research work can focus on utilizing different bio-
inspired optimization strategies to classify ASD 
more accurately. 
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