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ABSTRACT 
 

Predicting students’ academic performance allows giving feedback that helps in making the right decisions. 
Previous studies proposed using traditional statistical methods; however, they are tedious and not practical 
especially with the large volume of data. As for the solution, this article proposes a classification model to 
classify students according to their performance. It combines some of the well-known classification machine 
learning algorithms with Xgboost. The combination is done thanks to the voting classifier. This model was 
applied on two datasets and gave good results for the two: 85% and 92%. 
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1. INTRODUCTION  
 

      Data mining tools have proven their utility in 
several domains. They are key factors in the decision 
making process. E-learning is one of these fields 
where analyzing and predicting students’ 
performance data have become very crucial [1]. 
However, in some educational institutions, it is a 
very challenging task due to the huge volume of data. 
Machine learning mechanisms allow analyzing this 
data through building patterns from past data. These 
models help in achieving performance prediction 
and classification for students. For the educational 
field, such tools help in detecting issues in the 
students’ learning path at early stages. Therefore, 
making the necessary decisions and modifications to 
overcome any encountered problems and improve 
the learning outcomes. This can be done by 
enhancing the teaching approaches and 
methodologies and making them suitable to students 
according to their background. 

  The main contribution of this article is proposing 
an architecture that models the classification of the 
students’ academic performance dataset. It is an 
educational dataset that was collected from the 
University of Jordan. To confirm the results, the 
proposed approach will be tested on a second dataset 
which was collected from the Portuguese schools 

using questionnaires and reports. The article is 
organized as follows: it starts by citing the works that 
were already done in the students’ performance 
prediction using variety of approaches. Then, it 
explains the proposed approach including the 
architecture and the algorithms that will be used in 
the experiment. Later, it describes the experiments’ 
setup and finally presents the results and discussion. 

   Different works and propositions were 
published to enhance the quality of classifications 
and predictions of data in the e-learning field. 
Variety of machine learning algorithms and 
approaches were used to achieve the best 
performance. Here are some of the propositions that 
have shown interesting results and findings: This 
article [2] has tackled the issue of classifying 
students according to their performance using some 
internal features for assessment. The classification in 
this work was based on Artificial Neural Network 
which was used widely for this purpose. As to judge 
the best machine learning algorithm for learning 
students’ outcome, it is required to perform a 
comparative study including the main ones and apply 
it to them. In this work [3], the authors have 
performed an analysis of the students’ performance 
classification and prediction based on some of the 
well-known machine learning algorithms. They have 
worked mainly on two datasets: Student 
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Performance Dataset (SPD) and Students Academic 
Performance Dataset (SAPD). These datasets were 
analyzed by considering the impact of social factors 
on students’ outcome. This was mainly to enhance 
the education’s quality for the next generations 
through improving the impacting factors. The use of 
machine learning algorithms differs according to the 
task whether it is a prediction or a classification task. 
For prediction, three algorithms were used: 
Backpropagation (BP), Support Vector Regression 
(SVR) and Long-Short Term Memory (LSTM) 
wheras for classification, BP and SVR were used in 
addiction to Gradient Boosting Classifier (GBC). 
Significant results were achieved, around 80% 
accuracy. 

    The authors of this article [4] performed the 
prediction of students’ performance based on small 
sized dataset. The task of predicting students’ 
performance has become very crucial to educational 
institutions. Before performing the prediction, the 
key features were identified using clustering and 
visualization mechanisms. These features were input 
to machine learning algorithms to perform prediction 
and classification tasks. Experiments have shown 
that learning discriminant analysis algorithms and 
support vector machine have performed well in 
training small dataset. They have given good 
accuracy for classification tasks. 

    This paper [5] introduced a model for predicting 
and classifying students’ performance by employing 
artificial neural network. This approach included 
also the conventional statistical analysis to detect and 
identify the features that most impact the students’ 
performance. For the configuration of the neural net, 
it has 11 input variables, two layers of neurons that 
are hidden and a unique output layer. To measure the 
neural network’s performance, several metrics were 
used including: error rate, confusion matrix, 
regression and accuracy that achieved a good 
percentage of 84.8%. 

    In this work [6], the authors suggested a model 
based on neural networks for performing a sentiment 
analysis concerning the attrition of students with 
regards to MOOCS. The evaluation of the proposed 
method was done using several metrics. Notably, it 
resulted in an accuracy of 72.1%. The authors of this 
work [7] performed the analysis of the learner’s 
dataset to predict whether a given student will quit a 
course or not. This was achieved using machine 
learning techniques. To achieve the task of 
classification, they chose the logistic regression 
algorithm. For the purpose of validation, the model 
was tested on a sample of 100 students. As a remedy 
to the results of this study, authors have prepared in 

parallel an action for tutoring the students who were 
at risk of dropping a course. Such methodology 
helped in reducing the dropout rate of courses by 14 
% which is considered to be very good compared to 
previous years. 

     The proposition of this article [8] aims at 
building prediction models for dropout. The main 
objective is to personalize adequate interventions for 
MOOCs users who are academically at risk. Such 
models were built using deep learning algorithms in 
order to output dropout probabilities for students. 
These reports are produced on a weekly basis. 
Thanks to the deep learning algorithms, the proposed 
approach improved the accuracy of dropout 
prediction models. Also, using this method, the 
interventions are planned, personalized and 
prioritized based on the probabilities output by the 
model and according to each student’s case. This 
article [9] proposes a platform that develops models 
for student intelligent educational systems. This 
methodology is based on machine learning 
approaches, and is applied to intelligent navigation 
tutoring systems. It involves the process of 
modelling that includes mainly the processing of 
data, and deployment of model. Models are built 
based on historical data and trained in experiments 
with large scaled data. 

From the literature works presented earlier, the 
following gap can be identified: the performance of 
the previous works needs to be further enhanced and 
developed. It did not exceed 80% for the e-learning 
datasets. The following section will present the 
suggested approach aiming to the enhancement of 
the performance metrics of the e-learning 
classification task. The research objectives of this 
work can be summarized in the following points: 

- An ensemble of machine learning 
algorithms including a novel algorithm 
which is the XGboost one will be used in 
classifying the students’ learning 
datasets. 

- Experiments have been conducted on 
two different datasets SPD and SAPD. 

- Accuracy, precision, recall and F1-score 
have been taken as the evaluation criteria 
for testing the robustness of the proposed 
methodology. 

- A comparison with existing techniques 
of the proposed methodology reveals 
superior results with the same number of 
defined parameters. 
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- Empirical evaluation of the proposed 
methodology has been conducted with 
conventional base classifiers like  
Support Vector Machine, Random forest, 
and Naïve Bayes. 

2. THE PROPOSED METHOD 

    Previously, there were many works of 
predicting and classifying learner’s performance 
using one or several algorithms of machine learning. 
However, the problem of these works is the accuracy 
of the classification tasks. It needs to be improved in 
order to enhance the quality of classifications. 

 To improve the performance of such models, the 
use of combinatorial method is proposed. This is 
because in the literature, this approach has led to 
interesting results in terms of performance compared 
to using one algorithm at a time. It belongs to the 
family of “ensembling methods". According to the 
task to be performed, classification or prediction, 
combinatorial methods can be implemented in two 
ways: by voting or calculating the average of the 
resulted predicted values. Since, this is about 
performing the classification of students’ 
performance data, the suggested model will be 
implemented using a voting algorithm [10]. 

    As far as the machine learning algorithms are 
concerned, four well-known algorithms were 
chosen. In addition to them, the model was enriched 
using an advanced machine learning classifier that is 
an improvement of the decision trees and has given 
interesting results in terms of performance. It is the 
Xgboost algorithm, it was used widely in Kaggle 
competitions and in financial and risk assessment 
domains. It resulted in better accuracy in models 
[11]. 

The Xgboost was included in our classification 
model because it has several advantages. According 
to [12], this algorithm: 

 Minimizes overfitting thanks to introducing 
the regularization step. 

 Uses parallel processing in order to enhance 
the speed of training. 

 Increases the flexibility by allowing users to 
include predefined evaluation criteria and 
goals. 

 Handles missing values. 

 Controls the complex nature of decision 
trees by using special steps in pruning 

According to Figure1, the architecture of our 
approach is as follows: 

 

 

 

 

 

 

 

 

Figure 1. Proposed Model Architecture [13] 

 

It starts by the pre-processing of the students’ 
performance dataset by extracting the features and 
preparing the training and testing sets that will be 
used by the machine learning algorithms. 

Concerning the choice of machine learning 
algorithms, five of them were chosen as they were 
used widely in many domains: 

 Support Vector Machine (SVM) [14]:  is one 
of machine learning algorithms used for 
performing supervised learning for both tasks: 
classification and regression of datasets. They 
are based on statistical learning theory. They 
perform data analysis through using 
algorithms and kernels like radial basis 
function, polynomial and quadratic. SVMs 
were used widely in different domains like 
clinical decision making support. For the 
classification task, it is used as a linear 
classifier functions through building a 
hyperplane separating the classes. The best 
one is the one providing the maximal margin. 
It is adequate for small, nonlinear and high 
dimensional datasets. 

 Random Forest (RF) [15]: it is a well-known 
machine learning algorithm. It is widely used 
for classification. It works through building 
trees on the bootstrap data that are diverse and 
less correlated. This algorithm picks the most 
optimal split from all the features chosen 
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randomly for each intermediate node. This 
algorithm is used widely as it produces higher 
accuracy. Also, it is noticeably quicker and 
fast during training and predictions’ phase; it 
is adequate for parallel processing, and can be 
used for multi-class capabilities. It is used with 
high dimensional data and delivers higher 
performance. 

 Naive Bayes (NB) [16]: It performs the 
classification task using the Bayes’ theorem. 
The key point about this algorithm is the 
ability of adapting events as soon as new data 
is added. It works by either assuming naïve or 
strong independence amongst the different 
attributes of data points. It is applied in many 
domains such as spam filtering, medical 
diagnosis and text analysis. Concerning the 
implementation of this algorithm, it is easy 
and simple to implement and run compared to 
other Bayes’ algorithms. 

 Logistic Regression (LR) [17]: It is used for 
supervised learning to predict the probability 
of an outcome which is binary. Such outcome 
has one or maximum two possible values.  
This machine learning algorithm performs 
predictive modelling in order to analyze large 
datasets given that one or more independent 
variable is responsible for deciding on the 
outcome. As this algorithm works by 
estimating the probability that an instance is 
part of class A or B, it uses the sigmoid 
function for mapping the estimated predictions 
with their probabilities. It compares the 
estimated probability with the threshold to 
decide the belonging of an instance to either 
class A or B. 

 XGBOOST (XG) [18]: Is an algorithm that 
was used widely and successfully in Kaggle 
competition and in the domain of applied 
machine learning for structured data. It is a 
concrete implementation of the gradient 
boosting decision trees in order to achieve 
higher performance. Thanks to the 
contributions of experts, xgboost is an open 
access library that can be imported and used. 
It includes new features like regularization 
under three forms of gradient boosting (the 
classical gradient boosting, the scholastic 
gradient boosting and the regularized gradient 
boosting). 

       Each algorithm is trained using the same training 
data, then the models are generated. While 
performing the testing operation, each algorithm 

makes its decision of classification. The decisions 
generated in the previous step are input to the voting 
algorithm that will work on building a final 
classification decision. According to [19], such 
methodology: 

 Facilitates the integration of architectures 
of several types of classifiers. 

 Experiments done previously showed the 
positive impact of such approach on the 
performance of classification task. It 
outperforms using classification algorithms 
individually. 

This approach can be implemented in two ways: 
the hard or the soft way as shown in the following 
figure: 

 

Figure 2.Voting Approaches 

     As shown in the figure above, the hard approach 
of combining classifiers is equivalent to majority 
voting. Each classifier result is considered as a vote 
for a class, and the majority wins. Whereas for the 
soft method of combination, it is based on the 
aposteriori probabilities of each class. According to 
Figure2, here are the various combination 
approaches: sum, medium, product, average or 
min/max values. 
 
3. RESEARCH METHOD 

   As far as the experimentations of this article are 
concerned, the effectiveness of applying the 
XGboost classifier as being one of the most 
successful classifiers in the literature will be proven. 
Also, the voting classifier will be applied using the 
soft method to prove its efficiency in improving the 
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accuracy of the classification tasks. These methods 
will be compared with the four classical algorithms: 
LR, NB, SVM, RF. For the experiment, two datasets 
will be used to confirm our results: the students’ 
academic dataset collected from Jordanian 
University (the first dataset) and the Portuguese 
student dataset (the second dataset). 

3.1. Overview of the first dataset: Students’ 
Academic Performance Dataset 

   The dataset that will be used in performing the 
experiment is the Students’ Academic Performance 
Dataset [20]. It is collected from Kalboard 360 which 
is a learning management system. Such LMS offers, 
to students, access to educational resources 
synchronously via any device online. It contains 480 
students’ records and is made of 16 features. These 
attributes belong to three main categories: First, 
academic background, section, grade level and 
educational stage. Second, the demographic 
attributes including nationality and gender. Third, 
the behavioral ones like activity in class, school 
satisfaction, and parents’ answers to surveys. In the 
dataset, students are classified in three labels: Low-
Level, Middle-Level, High-Level. 

 

Figure 3: Overview of the first dataset [20] 

3.2. Overview of the Student Academic 
Performance Portuguese Dataset 

    This dataset [21] was collected from Portuguese 
schools based the schools’ questionnaires and 
reports. It contains information about student 
performance in secondary education. The features 
represented in the dataset can be grouped in the 
following categories: social, demographic, and 
academic achievement. The dataset contains 33 
attributes. It is about two subjects at secondary 
school, which are Mathematics and Portuguese 
Language. The target attribute is G3, which 
represents the final grade. It can be classified in the 
following classes: Poor, Fair, Good. It is strongly 
correlated to the grades of the first and second period 
of the academic year. 

 

Figure 4: Overview of the second dataset [21] 

3.3. Setup 

These experiments were run on CPU, on a 
machine with the following characteristics:  

 Processor: Intel(R) Core(TM) i7-
7500U CPU @ 2.70GHz   2.90 GHz 

 RAM: 8,00 Go 
 The machine has windows 64 bits 

 The implementation of the different 
classification algorithms was done on Jupyter 
Notebook using the python language. Several 
libraries from python were used like pandas, 
xgboost, seaborn. These dependencies and tools 
were installed thanks to Anaconda. It is a platform 
allowing the implementation and management of 
different machine learning algorithms. 

3.4. Evaluation Metrics 

       For evaluating the results of the experiments, 
several metrics were used: 
 Accuracy: it refers to the measurement of the 

ratio of correct predictions over the total 
number of instances evaluated, and is 
calculated through Equation (1) [22] where: 

tp: true positive 
tn: true negative 
fp:false positive 
fn: false negative 

 Accuracy=(tp+tn)/(tp+fp+tn+fn)          (1) 
 Precision: it is called the rate of true positive. 

It is the portion of relevant    retrieved items 
out of all retrieved items. The higher the value 
is the better [23]. 

        Precision =  tp/(tp + fp)                  (2)  
 Recall: it is the rate of true positive which is 

the portion of retrieved items that are relevant 
out of all relevant items. The higher the value 
is the better [24]. 

Recall = tp/(tp + fn)                     (3) 
 F1 Score: it combines the two previous 

metrics. This is because it is the harmonic 
mean of the precision and recall. It is 
expressed in the following equation[25]: 

                     F1 Score = tp/(tp + 0.5(fp+fn))       (4) 
During the experimentations, confusion matrix 

was used. It englobes precision, recall, accuracy and 
f1 score. This is to give an idea about the 
performance of the classification model. 
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3.5. Data Preparation and Distribution 

Before feeding the data to the classification 
model, they were preprocessed through the 
following steps: 
 Check if missing values exist or not 
 Transform labels to integers 
 Dataset is divided into features and target 
 Split features into training, testing and 

validation data 
4. RESULTS AND DISCUSSION 

4.1. The First Dataset 

Table 1 shows the results of executing the first 
layer of classification. The algorithms SVM, RF, 
NB, LR and Xgboost were run on the first dataset.  

 
Table 1. Results of the First Dataset 

Model Accuracy 

SVM 83% 

RF 80% 

NB 80% 
LR 83% 
XB 84% 

 
Figure 5. Confusion Matrix Of The First Dataset Using 

The Voting Classifier On The Testing Dataset 

Figure 5. Confusion Matrix of the first dataset using the 
voting classifier on the testing dataset 

After applying the voting classifier, using the 
soft method, the performance of the classification 
was improved. Here are the results: 

 

Figure 6. Confusion Matrix Of The Second Dataset Using 
The Voting Classifier On The Testing Dataset 

 

4.2 The Second Dataset 

    The same experiment done in the previous step 
was re-applied on the second dataset. Results are 
shown in Table 2: 

Table 2.Results of the Second Dataset 

Model Accuracy 

SVM 90% 

RF 90% 

NB 50% 

LR 91% 
XB 87% 

 

Using the voting approach has enhanced the 
performance of the classification to 85% for the first 
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dataset and 92% for the second one. The soft method 
was adopted, and the following matrix illustrates the 
results: 

 

Table 3. Summary of Executing the Voting Classifier 

Model Accuracy 

First DS 85% 

Second DS 92% 

 
DS: Dataset 

Throughout the experimentation, it was 
remarked that for the first dataset, the Xgboost 
classifier gave a good result 84%, after applying the 
voting classifier using the soft method; a better result 
was achieved, which is 85%. This proves the 
effectiveness of our suggested approach. In order to 
further confirm these findings, the same 
methodology was applied on a second dataset (the 
Portuguese one). Results have confirmed the 
findings of the first dataset, 87% accuracy was 
achieved with Xgboost classifier, and the voting 
classifier has improved it much better to reach 92%. 
Hence, using the voting approach and most precisely 
the soft method of combining contributes in 
improving the performance of classification.  

Compared to the literature, in the work of [3], 
similar experiments were performed on the same e-
learning datasets have resulted in 80% of accuracy. 
The proposed architecture has enhanced this metric 
to 85% for the first dataset and 92% for the second 
one. 

5. CONCLUSION  

Throughout this article, it started by 
introducing the issue of e-learning data classification 
problem, especially, the ones concerning students’ 
academic performance. Then it moved to presenting 
a state of art of the already achieved works in that 
sense after the introduction. Later, the proposed 
approach in tackling the issue in question was 
presented along with its architecture and modules. In 
order to prove the efficiency of this article’s 
proposition, a detailed experimentation was 
performed to compare the classical machine learning 
algorithms mainly support vector machine, random 
forest, linear regression and naïve bayes with the 
Xgboost classifier. This latter is considered as being 
successful in classification works. Concerning the 
voting classifier, the soft method of combining the 
different classifiers was applied. Finally, the 
findings of the two datasets were discussed. 
Concerning the future works, in order to achieve 

even better results, the following propositions can be 
considered: 

 A new layer can be added to the 
proposed architecture in this article. The 
role of this layer would be filtering the 
features in order to use only the ones that 
would result in the best performance of 
the task. There are several methods in the 
literature that have proven their 
efficiency in features filtering. Such 
proposition would guarantee an 
interesting added value to our approach 
in the future. 

 Fine-tuning the actual classification 
model to achieve higher performance 
Metrics. 

 Applying the classification model on 
more datasets to confirm the results. 

 Using large sized data to improve the 
learning of the model. 

 Using more sophisticated machines for 
execution that have GPUs allowing the 
handling of large sized data. 
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