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ABSTRACT 

Heart Failure problem as part of Cardiovascular Disease (CVD) is one of the leading causes of death 

taking about 17.5 million of people’s lives yearly that is amounted about 32% of all deaths in the world. This 

study is to analyze the leading factors to the heart failure patient problem. The main goal of the paper is to 

determine the most appropriate machine learning technique for prediction of the survival rate of heart failure 

of patients. The data in the experiment was taken from a hospital in Pakistan from April to December of 

2015.  The algorithms were chosen for prediction model are KNN, Random Forest and Decision Tree.  The 

results of the experiments show that Random Forest which produced ROC value 0.956 that outperforms the 

other machine learning techniques. 
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1. INTRODUCTION  

 

 

According to statistics from WHO, 

Cardiovascular Disease (CVD) is one of the leading 

causes of death taking about 17.5 million of people’s 

lives yearly that is amounted about 32% of all deaths 

in the world. CVD is a name for a group of heart 

diseases, such as heart attack, coronary heart disease, 

rheumatic heart disease and etc., and among them 

heart attacks and strokes were the results of more 

than 80% of deaths caused by CVD (WHO, 2021). 

Centers for Disease Control and Prevention stay that 

people in United States have a heart attack in each 

40 seconds.  

 

Prediction of CVD from medical point of 

view is very difficult and challenging task that needs 

previous health records of the patients. Most 

researches indicate that main factors that has a big 

impact on the development of CVD are unhealthy 

diet, smoking, low physical activity and etc. The 

development of CVD in turn becomes a leading 

factor of Heart Failure that happens when the needs 

of the body cannot be satisfied due to inability of 

heart to pump enough blood. Considering this 

modern life style of most people a system that can 

predict the possibility of getting heart disease and 

further impacts of it on patients is needed, since 

forecasting the illness and survival rate of patients in 

early stages can save a lot of lives by choosing of 

appropriate medical treatment. 

 

The possibility of decreasing death rate 

among CVD patients can be reached by usage of 

machine learning techniques that can predict 

survival rate of patients using their electronic 

medical records that contain information about 

above mentioned factors that resulted in acquisition 

of heart diseases. 

  

For the purpose of finding suitable models 

for prognosis many discussions were held between 

conventional statistics and machine learning 

algorithms and based on experimental analysis of 

Steele et al. (2018), machine learning techniques 

were found appropriate due to their focus on 

predictive performance and generalization of models 

that repeat processes in order to improve an 

algorithm (Handelman et al., 2018). The main idea 

behind the usage of machine learning techniques for 
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prediction is the difficulty of analyzes due to big 

amount of received data (R. Katayra and S. K. 

Meena, 2020).   

 

Following the thought of machine learning 

implementation, many researchers proposed 

different Classification algorithms for heart disease 

prediction, such as Naïve Bayes, Decision Tree, K-

Nearest Neighbors, Random Forest and etc. 

However, most of them have their own limitations 

and the main goal of the paper is to estimate most 

robust and effective machine learning technique that 

could help to predict the survival rate of the patients 

with heart failure. Moreover, the paper aims to 

analyze the performance of several variables that 

medical records of the patients contain in order to 

understand which of them has a big impact on CVD. 

For that reason, dataset with information about heart 

failure patients from Pakistan that is presented in 

Kaggle database was chosen. 

 

The structure of the study as follows: start 

point is the analysis of previous literature related to 

the topic of the paper with small introduction to data 

mining and machine learning and second section 

describes the obtained data with identification of 

main exploratory variables. While the third section 

is about preprocessing of the data for model 

building, next part of the study contains information 

about three different machine learning techniques 

for building predicting model and two methods for 

evaluating the constrained models, and the last part 

summarizes results and suggests suitable model 

approach for the given dataset. 

 

2. LITERATURE REVIEW  

 

A key role in discovery process of 

knowledge from databases belongs to data mining 

that is formally described as a discovery of 

interesting, unexpected, or valuable structures in 

large datasets (Milanovic and Stamenkovic, 2011). 

Data mining is widely used in various fields, such as 

business, scientific research and others, and usually 

many data mining applications have temporal 

aspects and most frequent form among them is time 

series. A time series database can be explained as 

ordered values or observations that are collected in a 

specific sequence of time. Generally, despite the 

format of the temporal data this kind of datasets help 

to understand historical patterns and analyze their 

relationship and impact on future events based on the 

knowledge of the past (Han and Kamber, 2006).  

 

In the modern age of technological 

development, interest in the time series and 

sequences data is growing day by day, and this 

comes from the possibility of using and 

implementing this type of data in the wide spheres of 

human life, such as economics, finance, health care, 

e-commerce, etc. (Esling and Agon, 2012). There 

has been increasing number of studies of modeling 

time series data in the community of both machine 

learning and statistics, since data has a key role in 

both of the above-mentioned fields of study where 

the of emphasis is put on discovering knowledge 

from the data without depending on predetermined 

equation as a model. 

 

Mapping data into predefined classes is 

called classification and it is described as a 

supervised learning method, since it uses training 

data in constructing the classifier with classes that 

are predicted in advance. In other words, the 

algorithm assigns time series data objects to its 

appropriate class. The main aim of classification is 

to compare classes and identify what makes them 

unique from each other (Esling and Carlos, 2012). 

There are several algorithms that are widely 

examined for classification of time series data, such 

as k-nearest neighbors, decision tree, neural network 

and support vector machine. In this paper three of the 

above-mentioned algorithms are reviewed.  

 

 

a) k-Nearest Neighbors (k-NN) 

 

Being a straightforward function on data, k-

nearest neighbors method returns an object of the 

data to the class that is most popular among k – 

neighbors of that object, classes of which are already 

defined. The main advantage of k – nearest 

neighbors’ algorithm among others is its simplicity 

in use and understanding, however, some evidence 

demonstrate that it suffers from significantly loose 

of speed with the increase of data (Xi et al., 2006). 

 

b) Decision Tree  

 

One more popular classifier that is 

identifies different ways of dividing a dataset to 

branches is defined as Decision Tree (DT), main 

focus of which is describing the upcoming decisions, 

cases that are possible to occur, and the results that 

are part of each event and decisions. It has three 

nods: root node, where the dataset can be divided 

into one or more branches by outgoing branches; 

internal nod, where incoming branch can be divided 

into two or more outgoing branches; and end nod, 
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where classes are represented by leaf nods, while 

decisions represented by branches. At the root nod 

decision to reach the class label is made by classifier 

(De Ville and Neville, 2013). 

 

c) Random Forest 

 

Random Forest is a method that is proposed 

to use ensembles of trees, each of which is grown in 

accordance with a random parameter, in order to 

achieve regression accuracy (G. Biau, 2012). 

According to R. Caruana and A. Mizil (2006) 

Random Forest method is a great statistical learning 

model that works well with small and medium data. 

 

Considering the case of time series data that 

is related to health, there has been many 

deployments of machine learning techniques for 

prediction in electronic health data (S. Rose, 2018). 

The main advantage of the combination of clinical 

data and modern machine learning techniques is a 

help that they provide to rapidly generate prediction 

models for a number of similar health questions (J. 

H. Chen and S. M. Asch, 2018). These include 

Random Forest, Naïve Bayes, Support Vector 

Machine, Logistic Regression, and etc., and among 

them Random Forest is considered as one of the most 

suitable with higher accuracy score compared to 

others (R. Katayra and S. K. Meena, 2020; Huang et 

al., 2021; A. Salazar et al., 2022; S. Aqeel, 2019).  

 

Most researches used accuracy methods, 

such as ROC and AUC, to find out machine learning 

techniques that predicts whether people have heart 

failure or not and according to H. Jindal et al. (2020), 

KNN, Random Forest and Logistic Regression are 

more accurate, cost efficient and less time-

consuming comparing to other mentioned 

techniques for predicting heart failure.  

 

Following the idea of previous researches, 

the paper is going to use such Classification 

techniques as KNN, Random Forest and Decision 

Tree in order to estimate the most suitable one based 

on ROC-AUC scores. However, in comparison with 

provided broad literature, the research is built in 

order to analyze the most accurate model among 

three above-mentioned ones in order to predict the 

survival rate of people with heart failure disease.  

 

 

 

 

 

3. MAJOR ANALYTICAL FINDINGS AND 

DEVELOPMENTS 

 

Data understanding and exploring 

 

The dataset contains medical records of 299 

patients with heart failure diagnosis at the hospital in 

Pakistan in the period of April – December of 2015. 

It has features to report body, lifestyle and clinical 

information amounted in 13 variables that are 

presented in Table 1 below and among them Death 

event is a target variable: 

  

 As it can be seen from the Table 1, all 

variables have either numerical values, or binary 

values with 0 and 1. The high level of CPK and 

Serum creatinine in the blood can indicate heart 

failure, while the opposite happens with Serum 

sodium – existence of heart failure can be a reason 

of low level of this feature (Johns Hopkins 

Rheumatology, 2019). The Central Tendency 

Measures of these variables presented in Table 2. 

 

 The number of patients is 299 and their age 

varies between 40 and 95 years and most of them on 

average is elder than 60. According to age 

distribution of patients that is provided below in 

Figure 1, the number of patients in the age of 60 is 

more than 30, while most patients accounting more 

than 75 people are in the range of 50 to 70. From this 

distribution, it can be assumed that people of middle 

and elder ages are more prone to heart failure rather 

than younger aged people. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Journal of Theoretical and Applied Information Technology 
15th May 2022. Vol.100. No 9 

© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2706 

 

Table 1: Data Explanation 

FEATURE EXPLANATION VALUE 

Age Age of the patient Numerical 

Anemia 
Does a patient have decreased level of 

hemoglobin? 
Binary (0 for “No”, 1 for “Yes”) 

High blood pressure Does a patient have hypertension? Binary (0 for “No”, 1 for “Yes”) 

CPK Level of CPK enzyme in the blood Numerical 

Diabetes Does a patient have diabetes? Binary (0 for “No”, 1 for “Yes”) 

Ejection fraction Percentage of blood leaving Numeric 

Gender Patient is woman or man 
Binary (0 for “Women”, 1 for 

“Men”) 

Platelets Level of platelets in the blood Numeric 

Serum creatinine Level of creatinine in the blood Numeric 

Serum sodium Level of sodium in the blood Numeric 

Smoking Does a patient smoke? Binary (0 for “No”, 1 for “Yes”) 

Time Follow-up days Numeric 

Death event Does a patient die during follow-up period? Binary (0 for “No”, 1 for “Yes”) 

  
Figure 1. Age Distribution Of Patients 

 Pie charts describe the proportions of target 

variable, smoking patients, gender of patients and 

the ratio of patients with high blood pressure. As it 

can be observed from them, during follow – up 

period about 67.9% of patients are survived and the 

same amount of people had no smoking habit. The 

gender ratio of men to women is 64.9% to 35.1%, 

indicating that 105 of patients are women, while 194 

of them are men. Exactly the same percentage of 

64.9% is distributed for patients with lower blood 

pressure, meaning that the blood pressure of 105 

patients is high and 194 patients have low blood 

pressure (provided Annex 1). 

 The distribution that is provided in Figure 3 

describes the age of patients and if they could 

survive or not during follow – up period. According 

to it, most patients that could not survive were at the 

age of 60, compared to other age categories. As it 

was mentioned above, most patients with heart 

failure were at the age between 50 and 70 and the 

distribution below shows that the death rate among 

them is lower compared to survival rate. 
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Figure 3. Age Distribution Of Patients’ Vs Death Number 

           

 

 

 

 

 

 

Data Preprocessing 

  

The data was preprocessed for missing 

values and duplicates detection, the results suggest 

that the dataset has not any missing value and 

duplicate. Based on the outcomes of detection for 

unique values, it can be seen that numerical variables 

that were discussed in Table 1 have several unique 

values, while binary features have only two values – 

0 or 1.  

 

After the detection for missing values and 

duplicates, the data was observed for outliers and 

Table 5 shows 10 outliers in the data. In order to 
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predict the survival rate of heart failure patients then 

our main task is to build models using KNN, 

Random Forest and Decision tree machine learning 

techniques. Since for these techniques the data 

should be scaled and normalized, the outliers should 

be dropped. 

  

For the above-mentioned reason, the 

features of the dataset should be verified for 

skewness also and the results of the detection 

illustrate four variables, such as level of CPK, 

platelets and serum in the blood, in line with the 

ejection fraction are skewed. In order to continue the 

work with them, these features were normalized by 

the usage of standard deviation and mean values.  

 

After all data preprocessing steps, the 

correlation matrix was constructed aiming to analyze 

what variables have any relationship on a target 

variable or on each other. The results show that death 

of patients is positively correlated with their age and 

the level of serum in the blood, while time variable 

affects target variables in a negative way.  

 

Considering the relationship between 

features, the level of serum in the blood and age of 

patients are highly correlated, while the correlation 

between time and ejection fraction is negative.   

 

 

 

 

 

 

 

 

 

 

 

 

Table 5. Number Of Outliers

 

TABLE 4: Missing Values & Unique Values 
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Figure 2. Correlation Matrix 

 

Modelling  

 

 As it was stated earlier, machine learning 

algorithms to predict the survival rate heart failure 

patients are K – Nearest Neighbor (KNN), Random 

Forest and Decision Tree. All of three methods deal 

with classification problem and while both KNN and 

Decision Tree are considered as supervised machine 

learning techniques, Random Forest is unsupervised 

algorithm. For these models, Death Event was 

chosen as a label feature for classification.  

 

Before the building the model, the dataset 

was divided into train and test sets with the 

proportion of 80% to 20%, respectively. Train set 

helps to prepare models that are going to be used in 

the analysis and test set is for making new 

predictions that aimed to use for evaluation of the 

models’ performance. In constructing Decision Tree 

and Random Forest models the depth was in range 

from 1 to 10 that resulted in higher accuracy of train 

and test sets.  

 

The outputs of the models are provided 

below and according to them, it can be assumed that 

Random Forest and Decision Tree are more suited to 

the dataset rather than K – nearest Neighbors based 

on the accuracy and average scores. 
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Table 7. Model Output 

Model Score Graph 

Random Forest 
F1 – score and 

Support 

 

Accuracy 0.88 and 80 

Macro average 0.87 and 80 

Weighted 

average 
0.88 and 80 

Decision Tree 
F1 – score and 

Support 

 

Accuracy 0.86 and 80 

Macro average 0.86 and 80 

Weighted 

average 
0.86 and 80 

KNN 
F1 – score and 

Support 

 

Accuracy 0.82 and 80 

Macro average 0.81 and 80 

Weighted 

average 
0.82 and 80 

For evaluating models, the F1 ROC – AUC 

scores that are provided in Table 8 below were used 

and according to them, Random Forest is more 

appropriate and more suitable machine learning 

algorithm for this dataset, since both its accuracy 

score are higher than other models’. 

 

 

 

 

 

 

Table 8. Model Evaluation 

Model F1 - score 
ROC-AUC 

Score 

Random 

Forest 
0.861111 0.956706 

Decision Tree 0.840580 0.898112 

K – Nearest 

Neighbor 
0.766667 0.861003 
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4. CONCLUSION 

   

This paper studied the dataset about patients in 

Pakistan with heart failure disease and focused on 

the defining more suitable predicting machine 

learning model with target label of death event 

feature. The main advantages of implementing 

machine learning techniques for predicting CVD are 

its fast speed, better accuracy and cost efficiency. 

 

During analysis it was found that number of 

patients with CVD is higher among people at the age 

of 50 – 70 and the mean age in the dataset is 60 years. 

However, the death rate among these 60 aged 

patients is higher compared to 50- and 70-years old 

people and correlation matrix demonstrated that age 

feature in line with serum level in the blood are 

highly correlated with death rate, meaning that 1 

year and 1 level increase in age and serum level, 

respectively, will have a positive impact on death 

rate among patients with heart failure. In other 

words, it can be concluded that more elder people 

with heart failure become, chances to prolong the life 

are getting lower.  

 

To predict the survival rate for the dataset three 

machine learning techniques were presented – KNN, 

Random Forest and Decision Tree. The accuracy 

scores of them are 86.1%, 95.67% and 89.91%, 

respectively. Estimated experiments show that 

Random Forest technique is the most accurate 

technique in prediction of survival rate of heart 

failure patients. 
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ANNEX 

 

 

Random Forest 

 

Decision tree 
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TABLE 2. CTM of variables 

 

 

Table 6: 

Before After 

  

 


