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ABSTRACT

Fuzzy logic is one of the components from soft computing and it is useful as a method to map the problem from input into the desired output. The main feature of fuzzy logic is membership function. Takagi Sugeno Kang fuzzy system appears to be more preferred and easier to use, thanks to its simple structure and high proximity. The use of learning rate is extremely important in Mini-Batch Gradient Descent to improve the quality and the rate of training convergence. However, choosing the right learning rate is one of the shortcomings of the MBGD method, so AdaBound is used to optimize the selection of learning rates. AdaBound is an adaptive method that applies dynamic boundaries on learning rate. The said dynamic boundaries has the definition of learning rate limitation, both from up and down, to make sure the learning rate is neither too big nor too small. Aside from that, the boundaries become tighter as iteration goes and forcing the learning rate close to constant value. The optimization of AdaBound is intended not only to improve the convergence rate, but also to optimize the convergence into global minimum value in the end of training period. The method used in this study is Takagi Sugeno Kang (TSK) method. The rule of Takagi Sugeno Kang fuzzy system will be optimized using Mini-Batch Gradient Descent that has been modified by AdaBound. The goal of this study is to observe the accuracy of classification done by TSK with MBGD-A.

The data used in this study is obesity data obtained from Kaggle dataset, while the variables are composed of three independent variables and one dependent variable. There are 32 rules in the TSK inference model based on data, however only 24 of them can be applied. To obtain firm numbers, the defuzzification value is derived using the weighted average approach from the 24 rules obtained. MAD was utilized as the evaluation model, and the error value was 14,549, indicating that the approach was effective and efficient.
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1. INTRODUCTION

Machine learning algorithms are divided into 3 types, namely supervised learning, unsupervised learning, and reinforcement learning. An example of a supervised learning algorithm is classification. Classification is a process to find a model or a function that describes and differentiates data into several classes. It includes a process in which the characteristic of an object is evaluated and is grouped into previously defined class [1]. While an example of an unsupervised learning algorithm is clustering. Clustering is a method of grouping data by dividing the data set into several groups according to similarities. Look for patterns in a collection of data by grouping data into several groups that are the goal of clustering [2], [3].

Fuzzy rule-based classification is usually encountered in machine learning construction because of its ability to build models based on linguistic variables. There are three important components in fuzzy rule-based classification, including database, rule base, and fuzzy logic [4].
Fuzzy logic can be used to map the problem from the input to the expected output. Fuzzy logic can be considered as a black box where the black box contains a method or method that can be used to process input data into output in the form of good information [5], [6]. Several reasons on why fuzzy logic is widely used [7] such as the concept of fuzzy logic is easier to understand, fuzzy logic is very flexible which makes it adaptable in changes and uncertainty, fuzzy logic has a tolerance over incorrect data, fuzzy logic is capable in modelling complex nonlinear function. Additionally, fuzzy model has been approved as important architect and effective in tackling uncertainty in system modelling.

Fuzzy inference system is a framework based on the concept of fuzzy sets, if-then rules, and fuzzy logic. One of the fuzzy inference systems that is often used is the Takagi Sugeno Kang (TSK) fuzzy inference system. In this method, the reasoning is almost the same as the Mamdani fuzzy inference system, the difference is the output produced. If the Mamdani method produces a fuzzy set, then the TSK method produces a constant or linear function [8].

TSK fuzzy system, which was proposed by Takagi, Sugeno, and Kang, has become more preferred and better in practicality because of its simple structure and high level approach ability [8]. Two things are needed in the construction of TSK fuzzy system that is structure identification and parameter estimation [9]. Structure identification is related in finding the correct partition from input room, while parameter estimation is related in finding optimal value from all of parameter rule in TSK fuzzy system [10], [11]. Some of the advantages of the TSK method include that the TSK method is more efficient in solving computational problems, works best for linear and adaptive optimization techniques, and can guarantee the continuity of the output surface [12].

Takagi Sugeno Kang (TSK) is widely applied in various fields. Research conducted by [13] is applied to the health sector to detect EEG Epilepsy with fuzzy multi-view TSK. Based on the experimental results, it was found that the proposed method has a better classification performance compared to other EEG detections. Takagi Sugeno Kang was used by Raj and Mohan [14] for modeling and analysis of PID controllers with modified rules. Du, et al [15] also used Takagi Sugeno Kang but an efficient graph-based predictor of dialysis adequacy of hemodialysis patients. In addition Meng and Zhang [16] using TSK and deep features to automatically identify the anxiety of college students and experimental results show the TSK fuzzy system has good classification and generalization performance.

Gradient descent optimization is often used to find the minimum value of cost function [17]–[20]. Gradient Descent is the first introduced method and applies constant point method in forming the first derivative from cost function into zero [21]. There are three methods of gradient descent including Batch Gradient Descent (BGD), Stochastic Gradient Descent (SGD), and Mini-Batch Gradient Descent (MBGD). Nakasima et al. [22] compared the performance of BGD, SGD, and MBGD on a Mamdani based neuro fuzzy system using center-of-sets defuzzification and obtained the result that the MBGD learning method achieved the best performance compared to BGD and SGD.

Mini-Batch Gradient Descent (MBGD) is the improved version which is a combination between Batch Gradient Descent and Stochastic Gradient Descent shows the best result in improving performance and minimalizing error in cost function on machine learning algorithm [22]–[24]. Among them, the mini-batch gradient descent MBGD method is also commonly used in the model training of large-scale data in machine learning [25]. Several studies using MBGD include Gou and Yu [26] using MBGD to train an Artificial Neural Network (ANN) equalizer efficiently. The Mini Batch Gradient Descent was also used by Jing Li et al [27] to overcome the high computational costs of large-scale real hyperspectral images. Kodali and Ramani [28] also use Mini Batch Gradient Descent to detect mental disorders of social media users.

Learning rate is very important in MBGD to improve the quality and speed of convergence in training. But in MBGD there are shortcomings in choosing the learning rate so that an optimizer is needed to optimize the learning rate. Many optimizer can be used include AdaGrad [29], RMSProp [30], and Adam [17].

AdaBound is the updated version of Adam has shown faster convergence [31]. Aside from that, AdaBound can optimize so that the convergence can be transformed into global minimum in the end of the training [32]. In addition, Adabound also shows a faster generalization than Adam. Generalization means that the model must adapt well to new, previously unseen/unobserved data. Liu et al [33] proved that, with AdaBound iterations, the cost function converges to a finite value and the corresponding gradient converges to zero.
The data that is used in this study is obesity data obtained from Kaggle Dataset. The data has 3 independent variables and one dependent variable. The level of obesity is classified based on BMI value that is divided into 6 classes (extremely weak, weak, normal, overweight, obesity and extreme obesity).

2. METHOD

The method in this study is Mini-Batch Gradient Descent that has been modified with AdaBound on Takagi Sugeno Kang fuzzy inference. The next step is evaluation of the model using MAD.

2.1 Fuzzy Set

A fuzzy set is a grouping of things based on a linguistic variable which is expressed by a membership function in the universe \( X \). Membership of a value in the set is expressed by the degree of membership whose value is in the interval \([0,1]\).

**Definition 1** Let \( X \) represent the universe of discourse, \( x \) is a member of the universe, \( X \) and \( A \) represent fuzzy sets. So, the fuzzy set with membership function \( \mu_A(x) \) is

\[
\mu_A(x): X \rightarrow [0,1]
\]

**Definition 2** If \( X \) is a group of objects symbolized by \( x \), the fuzzy group \( A \) in \( X \) can be defined as a set of ordered pair:

\[
A = \{(x, \mu_A(x)) | x \in X\}
\]

with \( \mu_A(x) \) as membership degree of \( x \) in fuzzy set \( A \) that is located between \([0,1]\) [34].

2.2 Membership Function

Membership function is a graph that defines the size of membership degree of each input variable that ranges in 0 to 1. Fuzzy logic uses several type of membership function that is triangular, trapezoid, sigmoid, gaussian, etc. the determination of membership function is depended on the parameter or data that is used [35].

The formula of triangular membership function is:

\[
\mu(x; a, b, c) = \begin{cases} 
  (x-a), & a \leq x \leq b \\
  (b-a), & b \leq x \leq c \\
  (c-x), & c \leq x \leq c-b \\
  0, & \text{otherwise} 
\end{cases}
\]

The alternative expression of said equation can be presented using min and max:

\[
\mu(x; a, b, c) = \max \left( \min \left( \frac{x-a}{b-a}, \frac{c-x}{c-b} \right), 0 \right)
\]

2.3 Takagi Sugeno Kang

TSK is a fuzzy inference method that has fuzzy logic control which is more efficient than the Tsukamoto and Mamdani fuzzy inference methods because the output produced is a constant or linear function. The reasoning using the TSK method is to build an input-output relationship based on the if-then rule with the max or min method. There are several steps used to get the output of the TSK method as follows.

The first step is fuzzification. Fuzzification is the first step in the TSK method to convert numeric variables into linguistic variables. Numerical variables is a value (number) that indicates the size of a variable. While the linguistic variable is the name of a group that represents a certain condition, for example high and low. In changing numeric variables to linguistic variables, membership function curves are used.

The second step is to form the implication function. The relation between input and output in Takagi Sugeno Kang (TSK) model can be explained by fuzzy rule of IF-THEN which is represented such as follows:

**Rule Rk**: 

\[
IF \ x_1 \text{ is } A^k_1 \text{ and } x_2 \text{ is } A^k_2, \text{ THEN } f^k(x) = P_j(x_1, x_2)
\]

with \( x_1, x_2 \) is an input variable, \( A^k_1 \) is a fuzzy set, \( \wedge \) is a conjugate operator, and \( P_j(x_1, x_2) \) is a polynomial degree \( d \).

**Definition 3** Takagi Sugeno Kang (TSK) system in equation (5) can be defined as [36]:

\[
\mu(x; a, b, c) = \max \left( \min \left( \frac{x-a}{b-a}, \frac{c-x}{c-b} \right), 0 \right)
\]
1. Zero order if \( P_j(x_1, x_2) = b_j \), where \( b_j \in \mathbb{R} \), which means the consequence function is a constant (polynomial degree \( d = 0 \)).

2. First order if \( P_j(x_1, x_2) = w_{i,j} x_1 + v_{i,j} x_2 + b_j \), where \( w_{i,j}, v_{i,j} \in \mathbb{R} \), which means the consequence function is a linear (polynomial degree \( d = 1 \)).

3. High order if \( P_j(x_1, x_2) = w_m x_1^m + \ldots + w_{i,j} x_1 + v_m x_2^m + \ldots + v_{i,j} x_2 + b_j \), where \( m \geq 2, w_{k,j}, v_{k,j} \in \mathbb{R} \) and \( k = 2, 3, \ldots, m \), which means the consequence function is non-linear (polynomial degree \( d > 1 \)).

The last step of TSK fuzzy is defuzzification. The defuzzification is done by calculating the average value of fuzzy rules composition and the output of this process is a crisp number.

\[
Y = \frac{\sum_{i=1}^{n} a_i y_i}{\sum_{i=1}^{n} a_i}, \quad i = 1, 2, 3, \ldots, n \tag{6}
\]

with \( a_i \) is a degree of membership of the output value in the \( i \)-th rule, \( y_i \) is a output value in the \( i \)-th rule, and \( n \) is the number of rules used.

2.4 Mini-Batch Gradient Descent

Mini-Batch Gradient Descent (MBGD) is the improved version which is a combination between Batch Gradient Descent and Stochastic Gradient Descent to overcome the problems that exist in both methods. Stochastic Gradient Descent has a problem with unstable weight update changes because it updates too often and on Batch Gradient Descent it takes a long time to update, so the solution is to use Mini-Batch Gradient Descent [37].

Optimized Mini-Batch Gradient Descent (MBGD) is extremely popular in deep learning, it can also be the solution to train TSK fuzzy system in large dataset and high dimension. MBGD algorithm calculate the gradient of a randomly chosen group of small data in each of its iteration [38], [39]. The mathematic equation of MGBD algorithm is written as follows:

\[
\theta_{t+1} = \theta_t - \eta \times \nabla_{\theta} \text{MSE}(z_t, \theta_t) \tag{7}
\]

with \( \eta \) is a learning rate and \( z_t \) is a randomly chosen mini-batch.

2.5 AdaBound

AdaBound is the improved version of Adam optimization method, it has faster convergence compared to Adam and gives a solution with satisfying generalization performance [31]. AdaBound applies dynamic boundaries on learning rate by limiting both from up and bottom so that the learning rate is neither too big nor too small [40]. In determining upper limit and lower limit, the function that is used is stated below:

\[
l(k) = 0.01 - \frac{0.01}{(1 - \beta_2)k + 1}, \quad u(k) = 0.01 - \frac{0.01}{(1 - \beta_2)k} \tag{8}
\]

In the initial step of training \( (k = 0) \), the limit is \([0, +\infty)\). During the training \( (k \rightarrow \infty) \), the limit is close to \([0.01, 0.01] \) [40] [41].

2.6 Mean Absolute Deviation (MAD)

Mean Absolute Deviation (MAD) is a method used to evaluate forecasting methods using the number of absolute errors. Mean Absolute Deviation (MAD) is used to measure prediction accuracy by averaging the predicted error (absolute value of each error). MAD is useful for measuring prediction error in the same units as the data real [42], [43]. The formula for calculating MAD value is as follows:

\[
MAD = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} \tag{9}
\]

with \( y_i \) is a real data, \( \hat{y}_i \) is a prediction data, and \( n \) is the amount of data.

3. EXPERIMENT AND RESULT

The data that is used in this study is an obesity data extracted from Kaggle Dataset (https://www.kaggle.com/yersever/500-person-gender-height-weight-bodymassindex). There are 500 data sets with 3 independent variables and 1 dependent variable, but only 486 data can be used. There are 6 BMI classification indexes, including:

i. Extremely weak is denoted by 0
ii. Weak is denoted by 1
iii. Normal is denoted by 2
iv. Overweight is denoted by 3
v. Obesity is denoted by 4
vi. Extreme obesity is denoted by 5

<table>
<thead>
<tr>
<th>Gender</th>
<th>Height (cm)</th>
<th>Weight (kg)</th>
<th>BMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>174</td>
<td>96</td>
<td>4</td>
</tr>
<tr>
<td>Male</td>
<td>189</td>
<td>87</td>
<td>2</td>
</tr>
<tr>
<td>Female</td>
<td>185</td>
<td>110</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 1: Obesity Data.
The content of the BMI variable contained in the kaggle is a classification index so it is necessary to calculate the BMI value using the following formula:

$$BMI = \frac{Weight(kg)}{Height(m^2)}$$  \hspace{1cm} (10)

After being calculated using the formula, the following results were obtained.

Table 1: Obesity Data.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Height (cm)</th>
<th>Weight (kg)</th>
<th>BMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>174</td>
<td>96</td>
<td>31.708</td>
</tr>
<tr>
<td>Male</td>
<td>189</td>
<td>87</td>
<td>24.355</td>
</tr>
<tr>
<td>Female</td>
<td>185</td>
<td>110</td>
<td>32.14</td>
</tr>
<tr>
<td>Male</td>
<td>150</td>
<td>95</td>
<td>42.22</td>
</tr>
<tr>
<td>Male</td>
<td>173</td>
<td>131</td>
<td>43.77</td>
</tr>
</tbody>
</table>

Shown below are the steps used in the method of Mini-Batch Gradient Descent that has been modified with AdaBound on Takagi Sugeno Kang inference fuzzy model:

3.1. Fuzzification

Fuzzification is a process of changing numeric variable (nonfuzzy variable) into linguistic variable (fuzzy variable) using the fuzzification formula so that fuzzy values are obtained. The fuzzification formula used is the triangular membership function as written in equation (3). The membership function curve for each variable can be seen in the image below.

The formula for calculating the membership value based on the membership function curve above is as follows.
The results of the membership value obtained after all data are calculated using the above formula are shown in Table 2.

Table 2: Obesity Membership Value.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Height (cm)</th>
<th>Weight (kg)</th>
<th>BMI</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.571</td>
<td>0.72</td>
<td>0.202</td>
</tr>
<tr>
<td>1</td>
<td>0.571</td>
<td>0.54</td>
<td>0.281</td>
</tr>
<tr>
<td>0</td>
<td>0.8</td>
<td>1</td>
<td>0.404</td>
</tr>
<tr>
<td>⋮</td>
<td>⋮</td>
<td>⋮</td>
<td>⋮</td>
</tr>
<tr>
<td>1</td>
<td>0.526</td>
<td>0.7</td>
<td>0.103</td>
</tr>
<tr>
<td>1</td>
<td>0.514</td>
<td>0.58</td>
<td>0.154</td>
</tr>
</tbody>
</table>

3.2. Implication Function

According to the formed rule, there are total of 24 rules that can be used to process the data, which are:

[R1] If X₁ female, X₂ height not standard, X₃ weight not standard, so Y obesity

[R2] If X₁ male, X₂ height standard, X₃ weight not standard, so Y extreme obesity
[R3] If \( X_1 \) female, \( X_2 \) height standard, \( X_3 \) weight not standard, so \( Y \) extreme obesity

[R23] If \( X_1 \) male, \( X_2 \) height standard, \( X_3 \) weight tidak standar, so \( Y \) overweight

[R24] If \( X_1 \) female, \( X_2 \) height not standard, \( X_3 \) weight standard, so \( Y \) weak

3.3. Mini-Batch Gradient Descent with AdaBound

The obtained consequence value in each rule is then calculated using Mini-Batch Gradient Descent optimized with AdaBound. To get the results of the linear regression equation is calculated using equation (7). This calculation uses 1000 iterations.

The initial values are known as \( b_0 = 0 \) and \( b_1 = b_2 = b_3 = 1 \). In the first iteration, the values of \( b_0, b_1, b_2 \) and \( b_3 \) can be calculated using the initial \( b_0 \), learning rate, and gradient values. An example of the calculation in rule 1 can be seen as below:

\[
\begin{align*}
b_0 &= b_0 - \text{learning rate} \times \text{gradient } b_0 \\
    &= 0 - 0.01 \times (-0.07827) \\
    &= 0.0007827
\end{align*}
\]

\[
\begin{align*}
b_1 &= b_1 - \text{learning rate} \times \text{gradient } b_1 \\
    &= 1 - 0.01 \times (0) \\
    &= 1
\end{align*}
\]

\[
\begin{align*}
b_2 &= b_2 - \text{learning rate} \times \text{gradient } b_2 \\
    &= 1 - 0.01 \times (-0.24011) \\
    &= 1.0024011
\end{align*}
\]

\[
\begin{align*}
b_3 &= b_3 - \text{learning rate} \times \text{gradient } b_3 \\
    &= 1 - 0.01 \times (-0.14686) \\
    &= 1.0014686
\end{align*}
\]

For the next iteration, use the same method until the 1000th iteration so that the values for \( b_0 = 0.1451, b_1 = 1, b_2 = 0.7781 \) and \( b_3 = 1.6123 \) are obtained. So that the linear regression equation of rule 1 to rule 24 is obtained as follows:

\[
\begin{align*}
y_1 &= 0.1451 + X_1 + 0.7781X_2 + 1.6123X_3 \\
y_2 &= -0.1993 + X_1 + 0.1909X_2 + 0.8382X_3 \\
y_3 &= -0.1424 + X_1 + 0.2746X_2 + 0.7704X_3 \\
&\vdots \\
y_{23} &= 0.0382 + X_1 + 0.1473X_2 + 0.4367X_3 \\
y_{24} &= 0.1367 + X_1 + 0.2224X_2 + 0.4367X_3
\end{align*}
\]

3.4. Defuzzification

Defuzzification is a fuzzy process with a goal to transform the fuzzy number into crisp number. The defuzzification value is calculated using equation (6), with the results obtained as follows:

\[
\begin{array}{|c|c|}
\hline
\text{Real Data } (y_i) & \text{Prediction } (\hat{y}_i) \\
\hline
31.708 & 35.704 \\
24.355 & 24.427 \\
32.14 & 45.424 \\
\vdots & \vdots \\
42.22 & 41.045 \\
43.77 & 64.827 \\
\hline
\end{array}
\]

The results of defuzzification in Table 3 are being evaluated using MAD. The MAD calculation is being shown below:

\[
\text{MAD} = \frac{\sum_{i=1}^{n} |y_i - \hat{y}_i|}{n} = \frac{|31.708 - 35.704| + \cdots + |43.77 - 64.827|}{486} = 14.54
\]

Based on MAD using the formula [42], the resulting error value is 14.549 which means the predictive ability is effective.

Figure 6 below shows the results of the comparison of each data between the data real and the predicted data. The red line shows the data real and the blue line shows the predicted data.

![Figure 6: The representation of prediction and real data](image-url)
4. CONCLUSION

The model used in this study is the first order fuzzy Takagi Sugeno Kang inference model modified using Mini-Batch Gradient Descent with AdaBound. Mini-Batch Gradient Descent is used to modify the consequent on TSK which is a linear function of each obtained rules. Adabound is an optimizer that is used to overcome the problem of choosing a learning rate in MBGD by using a dynamic limit on the learning rate because in MBGD the selection of a learning rate is very important to improve the quality and speed of training.

The data used is Body Mass Index data which has 6 classification indices. The rules obtained in the TSK inference model based on the data are 32 rules, but only 24 rules can be used. So that from the 24 rules obtained, the defuzzification value is calculated using the weighted average method to obtain firm numbers. The evaluation model used is MAD and the error value is 14,549, which means the method used is effective and efficient. Comparing this method with other optimization methods such as AdaGrad and RMSProp can be done in the future research.
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