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ABSTRACT 
 

Arabic text is one of the main challenges for machine learning and sentiment analysis to this day. In this 
paper, we introduce an Arabic text classifier that predicts both polarity and sarcasm. Six different 
supervised machine learning classification algorithms were used and gauged on our Arabic classifiers: 
Logistic Regression (LR), Multinomial Naïve Bayes (NB), Decision Tree (DT), Support Vector Machine 
(SVM), Random Forest (RF) and K-Nearest Neighbor (KNN) along with different N-gram for tokenizing 
and TF-IDF for feature selection. SVM shows the best accuracy results (F1-score of 58.5%) when 
predicting polarity, while DT achieves the best accuracy results (F1-score of 64.4%) when predicting 
sarcasm. Previous sarcasm classification research achieved (F1-score of 46%) accuracy using BiLSTM on 
Arabic corpus. 

Keywords: Text Classification, Supervised Machine Learning, N-Gram, Sarcasm Detection 
 
1. INTRODUCTION  
 

The Internet is the multidimensional platform 
that brings and has greatly shaped the nature of 
public opinion, which leads the different 
researchers to retrieve, process, and analyze these 
data effectively. The data are located in different 
resources such as social media networks and online 
news portals [1]. Social media are interactive 
computer technology applications that allows the 
creation, access, and exchange of user-generated 
content that generated and exchange by users, such 
as written posts and comments, ideas, careers, 
tweets, digital images, or videos. 

The generated data that come through online 
virtual interactions makes social media the largest, 
and richest dynamic evidence base of human 
behavior and that help to understand society. 
Although social media and online news portals are 
the richest data sources, these data that available are 
not analyzed which has motivated innovative 
scientists and industry researchers to increasingly 
proposing new ways to collect and analyze this 
wealth of data automatically [2]. 

Data analysis is the process of cleaning and 
modelling data to discover hidden and useful 

information about it; Data mining is a data analysis 
technique that predicts and finds useful information 
contained in big data. One of the most known 
algorithms in data mining is sentiment analysis that 
analyzes the text using opinion mining algorithms 
and natural language processing algorithms to 
extract and study users opinion about the data [3].  

Machine learning is a data analysis science that 
automatically studies, empowers and improve 
computers learning to intelligently act and predict 
like humans without being explicitly programmed. 
It is considered a branch and progress toward 
artificial intelligence. Machine learning has 
different learning methods or approaches to make 
the computer more intelligent such as supervised 
learning, semi supervised learning, unsupervised 
learning, and reinforcement learning. In this 
research, we focus on supervised learning that 
based on training the machine using labelled data 
inputs along with a known output to correctly 
predict new inputs that did not have a known 
output/result [4-8]. Machine learning and artificial 
intelligence algorithms are important because both 
are used to construct the big picture that helps 
decision-makers in their work to be empowered 
with valuable information and to form insights 
about the challenges and problems of the public. 
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Sentiment analysis is a popular machine learning 
concept used to mine the text using artificial 
intelligence and NLP to determine and detect 
opinions about a given unstructured text. The 
sentiment is used to get the polarity of the input text 
and determine if it’s negative, neutral, or positive 
and it’s widely used nowadays in various fields 
where customer opinion is important. Sentiment 
analysis classifies the text into different classes to 
get useful insights and turn that text from 
unstructured text to structured one [9-13].  

 The purpose of this paper is to introduce a 
supervised opinion mining framework that correctly 
predicts both polarity and sarcasm for the Arabic 
text with high accuracy. In order to achieve that 
purpose, six different supervised machine learning 
classifiers with three n-grams are used. 

The significant contributions of this paper are 
summarized as follow: The first contribution is 
building an efficient and effective opinion mining 
framework that predicts both polarity and sarcasm 
for the Arabic text. The second contribution is 
differentiating and gauging the prediction accuracy 
of six (SVM, DT, RF, LR, KNN, NB) different 
supervised machine learning algorithms. The third 
contribution is differentiating how the different n-
grams can improve the overall accuracy. 

The remainder of this paper structured as 
follows: In the second section, related works are 
presented. In the third section, the proposed 
framework is presented. In the fourth section, the 
results and discussion are presented before the 
conclusion in the fifth section. 

2. RELATED WORKS 

In [14] Abdullatif, et. al. introduced a 
systematic review that reviews 108 papers related 
to Arabic sentiment analysis researches from 2013 
till 2018. The researcher's goals were to discuss the 
main issues affecting Arabic sentiment analysis by 
following a specific step that started with 
identifying four questions to know when this 
research published, who has published it, identifies 
the current state and the most effective techniques 
used, and what are the gaps or limitations in these 
studies. The next steps showed how the studies 
were selected from Scopus databases, how the 
authors include and exclude the used researches, 
and how the data were collected from these studies 
to identify other researchers used algorithms, 
datasets, classification level, how the features were 
selected and also how the preprocessing were done 
in all the studies. The authors conclude their study 

by highlighting the most used features such as n-
grams and the most used algorithms in Arabic 
sentiment analysis such as Support Vector Machine 
and Naive Bayes algorithms. 

In [15] Donia, et. al. introduced a 
comprehensive study among machine learning 
algorithms with different Arabic dialects and N-
gram to determine the polarity of a given tweet. 
The authors used an Arabic tweets dataset collected 
from Twitter including 75774 negative tweets and 
75774 positive tweets. The authors cleaned their 
data by applying the data preprocessing steps and to 
label their data as negative phrases or pwhositive 
phrases. The authors extracted features using used 
the different length N-gram then they apply ten 
different machine learning algorithms using Natural 
Language Tool Kit [16] and SKLearn library [17] 
to determine the polarity. The authors applied the 
10-fold cross-validation to evaluate classifiers' 
performance. The authors conclude their study by 
highlighting classifiers higher-performing such as 
Ridge-Regression and Passive-Aggressive 
algorithms (99.96%). 

In [18] Raddad, et. al. introduced a 
manually collected corpus that stores political 
comments and articles related to Arab’s spring to 
analyze it and study the performance of different 
feature reductions along with machine learning 
algorithms. The authors showed how the data 
preprocessing is a must to prepare the data to be 
used in the classification and also explains different 
methods to tokenizing such as N-gram and bag of 
words. The authors used different machine learning 
algorithms to predict the political orientation of 
their corpus articles and comments. Algorithms 
such as Naive Bayes, support vector machine, 
random forest, sparse generative model, and also 
mixed classifiers (VOTE). The authors applied the 
10-fold cross-validation to evaluate classifiers' 
performance and conclude their study by 
highlighting how the N-gram method showed 
superiority over the bag of words method. Also, 
they showed how the support vector machine 
classifier obtained the best results over all other 
algorithms. 

In [19] Mohammed, et al. introduced a 
system that analyzes Arabic tweets and determines 
if this tweet is suspicious or not automatically and 
also monitor predict if a tweet writer is involved in 
illegal activity or a crime. The authors collected 
their data from Twitter and it's consisted of total 
1555 tweets and these tweets include 826 
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suspicious and 729 are not. The authors labelled the 
collected tweets manually to build their dataset that 
used along with six different supervised machine 
learning algorithms. The authors analyzed the 
performance of the six algorithms using in terms of 
confusion matrices, execution time, and accuracy. 
These algorithms are long short-term memory 
networks, artificial neural networks, support vector 
machine, linear discriminant algorithm, k-nearest 
neighbors, and decision tree. The authors 
mentioned how their work is limited because they 
used a limited number of tweets. The authors 
conclude their study by highlighting how the 
support vector machine algorithm got the best 
performance with a mean accuracy of 86.72% 
followed by the decision tree algorithm. 

In [20] Ibrahim and et al. Introduced a new 
dataset that was constructed from well-known 
Arabic sentiment analysis datasets SemEval [21] 
and ASTD [22]. The authors focused on the 
challenges that face Arabic sentiment analysis 
researches especially sarcasm detection. The 
authors train their model using a Bidirectional Long 
short-term memory BiLSTM algorithm and achieve 
an F1-score of 0.46 after utilising the embeddings 
provided by [23]. 
 
 
3. ArSarcasm DATASET 

The proposed framework tested with 
ArSarcasm dataset that used for Arabic sarcasm 
detection and was created by Ibrahim, et al using 
previously available datasets ASTD [22], and 
SemEval-2017 [21] with the addition of two new 
columns called the dialect-label and the sarcasm-
label. The dataset consists of more than 10000 
tweets provided in CSV format and divided into 
80/20 train/test and consists of these columns as 
shown in the below Table 1. 

Table 1: ArSarcasm dataset  
field Description 

Sarcasm True or False (Boolean) that 
indicates if the tweet is labelled 
sarcastic or not. 

Tweet text from the original tweet. 
Source the tweet original source ASTD or 

SemEval 
Orignal 
Sentiment 

the original sentiment from ASTD 
or SemEval (negative, positive, 
neutral). 

Dialect the dialect used in the tweet (Egypt, 
MSA, Maghreb, gulf, levant). 

 

The next visualizations show how the 
sarcasm, dialect, and sentiment columns are 
distributed, as shown in Figure 1, 2, 3, 4 below. 

 
 

 
Figure 1:  Dataset training data visualizations Sarcasm, 

dialects polarity 

 

 
Figure 2: Dataset training data visualizations Dialect’s 

sarcasm 

 

 
Figure 3: Dataset training data visualizations Dialect’s 

polarity 

 

 
Figure 4: Dataset training data visualizations Sarcasm 

polarity 
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4. SUPERVISED MACHINE LEARNING 
CLASSIFIERS 

 
We used, gauged, and considered six 

different sentiment machine learning 
classification algorithms: Logistic Regression, 
Multinomial Naïve Bayes, Decision Tree (DT), 
Support Vector Machines (SVMs), K-Nearest 
Neighbor (KNN), and Naive Bayes. Our 
experiments use the scikit-learn the free 
software machine learning library, version 
0.23.2 [17]; to implement and 
measure/evaluate the applicability for the 
below classifiers and only use Naïve Bayes 
implementation from The Natural Language 
Toolkit (NLTK) [16], version 3.5. 
  
4.1 Logistic regression 

Logistic regression is a machine learning 
algorithm used for supervised classification to 
predict a target variable probability that has only 
two possible classes. The target variable is a binary 
on nature, which means representing the variable as 
either 0 or 1 (equal to no/failure/false/lose or to 
yes/success/true/win). A logistic regression model 
in Mathematics predicts P(X=1) as a function of Y. 
Logistic regression is one the most known machine 
learning classifiers and also a simple one used for 
different classification tasks such as disease 
prediction, spam detection, gender detection etc. 
Logistic regression follows the sigmoid function 
like Equation  (1) that maps any real value into 
another value between 1 and 0, and these values 
making an S-shaped curve. 

 

 
(1) 

 
where: S (a) is the probability estimate that 

produces output between 0 and 1, a  is the what we 
need to predict and the input to the function e.g. mx 
+ b, and 𝑒  is the base of natural log. 

 
4.2 Naive bayes 

A Naïve Bayes classifier is a simple 
probabilistic classifier based on probability theorem 
(Bayes) that includes strong features' independence 
assumptions. Our Naïve Bayes classifier assigns a 
given tweet (t) the class c* as shown in Equation 
(2), then applying Bayes’ rule as shown in Equation 
(3). 

 

 
 

(2) 
 

  
(3) 

 
 
P(p) plays no role in assigning c*. To 

estimate the term P (n | p), Naïve Bayes calculate 
the estimate by assuming all the f_i’s are 
conditionally independent given p’s class. Term n_i 
(t) is the presence of term i in tweet t(0or1).  

 
 

 (4) 
 

4.3 Decision tree 
Decision tree classifier is an intelligent and 

simple machine learning predictive model approach 
that is represented as a tree to go from an 
observation about an item to a conclusion about the 
target value for the selected item. The decision tree 
is a combination of computational and 
mathematical techniques to aid the categorization, 
description and generalization of a given set of 
data. Decision tree represented as leaves and 
branches where the class labels represented as 
leaves and the conjunctions of features that lead to 
those class labels is represented as a branch. The 
decision tree can be used to explicitly and visually 
represent decision making and decisions. The goal 
of using a decision tree is to create a model that 
correctly predicts the value of a target variable 
based on different input variables. Decision tree 
data comes in records of the form of Equation (5) 

 
 

 
(5) 

 The dependent variable, T, is the target 
variable that we are trying to generalize, classify, or 
understand. The vector (f) is composed of the 
features, f_1, f_2, f_3, etc., that are used for that 
task. The decision tree has different metrics to 
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measure the quality of a split such as the Gini 
impurity; to compute Gini impurity for a set of 
items with T classes; equation 6 show how to apply 
the Gini impurity. Suppose n\in {1,2 ,3, ..., T} and 
let p_n be the fraction of items labelled with class n 
in the set. The dependent variable, T, is the target 
variable that we are trying to generalize, classify, or 
understand. The vector (f) is composed of the 
features, f_1, f_2, f_3, etc., that are used for that 
task. The decision tree has different metrics to 
measure the quality of a split such as the Gini 
impurity; to compute Gini impurity for a set of 
items with T classes; equation 6 show how to apply 
the Gini impurity. Suppose n ∈ {1, 2, 3, ..., T} and 
let p_n be the fraction of items labelled with class n 
in the set. 

 
 

    
                                                                           (6) 
 
4.4 Support vector machine 
SVMs separates two categories or classes of data 
by identifying decision surface (or hyperplane). The 
selected hyperplane generates the largest margin or 
separation between the two classes; therefore, it is a 
large margin classifier. Suppose we have n tweets 
to be grouped or categorized. Our set S of tweets is 
represented as Equation (7) where f_i represents the 
features of the tweet; and s_i represents the 
categorization of that tweet, either a positive or a 
negative for polarity detection and a true or a false 
for sarcasm detection; set of weights w(orw_i) one 
for each feature f_i, whose linear combination 
predicts the value of s_i. 
 

 
(7) 

 
  We need to minimize the ||w|| (the space 

between the two parallel hyperplanes) to maximize 
the margin (‘street width’) by our two classes 
hyperplane H_1, H_2 as Equation (8): 

 

 

 
(8) 

The quadratic optimization problem is to minimize 
||w||, so we rewrite the equations as Equation (9). 
This will identify the largest margin between our 
negative and positive tweets when detecting 
polarity or between our true and false tweets when 
detecting sarcasm. 
 

 
(9) 

 
4.5 K-Nearest Neighbor 

The KNN algorithm is used to classify a 
set of inputs by assigning a class membership for 
each input. KNN classify an object by the vote of 
the plurality of its neighbors, with the object being 
assigned to the most common class among its k 
nearest neighbors. KNN k is typically a positive 
small integer; suppose k=1, then the object is 
simply assigned to the class of that single nearest 
neighbor. KNN simply uses distance functions to 
measure each object similarity with its neighbors 
and is considered a non-parametric technique. The 
distance functions that are used with KNN are 
different such as integer-valued vectors 
(Minkowski, WMinkowski, Manhattan, Euclidean, 
Chebyshev, Seuclidean, Mahalanobis), and real-
valued vectors (Hamming, Braycurtis, Canberra). 
Manhattan, Minkowski, Euclidean, and Hamming 
are represented as Equation (10), Equation (11), 
Equation (12), and Equation (13)  

 

                    (10) 

 (11) 

             (12) 

                     (13) 
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5. EXPERIMENTS 

The proposed framework is Arabic 
classifier that predicts both polarity and sarcasm, 
like any other text-mining classifier, it follows 
different steps: pre-processing, feature selection, 
training, and testing. 

Preprocessing: The preprocessing is a critical and 
useful step to clean and prepare the data for the 
classification step. The preprocessing includes 
different steps such as: 

Remove stop words: such as at, is, the, why, 
which. 

Stemming: Figuring out the root or stem of words. 

Tokenization: Tokenization is to break the text 
into a set of tokens for computing feature vectors, 
and it has different types: Bag of words (BOW) and 
N-gram (unigram, bigram, trigram). 

Feature Selection: Is the process used to select and 
reduce the best features to reduce the overall 
learning cost by eliminating as much redundant and 
unrelated information as possible. 

Training and Testing: Large dataset need to be 
divided into a separate train and test sets. The larger 
we make our train and test set, the better module 
we'll be able to trust. If the dataset we have is very 
large, sounds good, but we might still need to hold 
out 10-20% for the tests. If the dataset we have is 
very small, then we might need to apply something 
like cross-validation. 

The n-gram is n items contiguous 
sequence from a given sample of a collected tweet 
or text. The n-gram normally use the Latin 
numerical prefix, an n-gram of size 1 is referred to 
as a "1-gram" or "unigram"; size 2 is a "2-gram" or 
"bigram"; size 3 is a "3-gram" or "trigram"; size 4 
is a "4-gram" or "four-gram", and so on. Below 
table 1 show examples for different n-grams for 
tweets. 

 
 

Table 2: N-gram Tweets sample 
Sample 
Tweet 

1-gram 
sequence 

Sample 
Tweet 

1-gram 
sequence 

مصر لن 
 تركع

(Egypt will 
not kneel) 

 مصر، لن، تركع
 
Egypt, will, 
not, kneel 

مصر 
، لن، لن تركع

…تركع  
Egypt 
will, will 
not, not 
kneel, 
kneel… 

مصر لن 
 تركع

Egypt will 
not, will not 
kneel, not 
kneel …. 

مصر لها 
 شعب يحميها، رب
ا أجعل هذا البلد آمن

 .مطمئنا
(Egypt has a 
people that 
protects it, 
may God 
make this 
country safe 
and secure.) 

مصر، لها، 
شعب، يحميها، 

رب، اجعل، هذا، 
البلد، امنا، 

….مطمئنا  
Egypt, has, a, 
people, that, 
protects, it, 
may, God, 
make, this, 
country, safe, 
and, secure,  

مصر 
لها، لها 

شعب، شعب 
يحميها، 

يحميها رب، 
رب اجعل، 

….اجعل هذا   
Egypt has, 
has a, a 
people, 
people 
that, that 
protects, 
…. 

مصر لها 
 شعب، لها شعب
 يحميها، يحميها

رب أجعل، رب 
اجعل هذا، 

اجعل هذا البلد، 
هذا البلد 

…أمنا،  
Egypt has a, 
has a 
people, a 
people that, 
people that 
protects, 
….. 

مصر توقع 
اتفاقيه مبادله 

ن العملات مع الصي
26بقيمه  مليار  

 دولار
(Egypt signs a 
currency swap 
agreement 
with China 
worth $26 
billion) 

 مصر، توقع،
 اتفاقية، مبادلة،
العملات، مع، 
الصين، بقيمه، 

، مليار، ٢٦
….دولار،  

Egypt, signs, 
a, currency, 
swap, 
agreement, 
China, …. 

مصر 
 توقع، توقع
 اقيةاتفاقية، اتف

ة مبادلة، مبادل
العملات، 
العملات 
مة بقيمة، بقي

٢٦ ،…  
Egypt 
signs, 
signs a, a 
currency, 
currency 
swap… 

 مصر توقع
 اتفاقية، توقع
ة، اتفاقية مبادل
ة اتفاقية مبادل

…….العملات،  
Egypt signs 
a, signs a 
currency, a 
currency 
….. 

هاتف جوجل 
ل يحتوي علي أفض

كاميرا صُنعت 
 علي الإطلاق

(Google 
phone has the 
best camera 
ever made) 

هاتف، 
جوجل، يحتوي، 
علي، أفضل، 

…..كاميرا،   
Google, 
phone, has, 
the, best, 
camera, …. 

هاتف 
جوجل، 
جوجل 

يحتوي، 
 يحتوي علي،
علي أفضل، 

.… 
Google 
phone, 
phone has, 
has the, 
the best, 
best …. 

هاتف 
جوجل يحتوي، 
جوجل يحتوي 

يحتوي  علي،
أفضل 
….كاميرا،  

Google 
phone has, 
phone has 
the, has the 
best, …. 

 
 In Table 2, we show how different n-

grams work, but it is important to know that 
machine learning has different preprocessing steps 
where stop words are removed, each word goes 
back to its root, etc.; And when we get to the 
tokenization step where the n-gram occurs; we will 
not have any stop words (at, is, the, why, which) to 
be included in the n-grams. Example: "Egypt signs 
a currency swap agreement with China"; This 
sentence will be "Egypt sign currency swap 
agreement China"; Then the n-gram starts its work; 
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We did not apply any preprocessing to the sentence 
to simply explain how the n-gram works. 

 
5.1 Arabic polarity and sarcasm detector 

The proposed framework was gauged 
using six different text-mining classifiers (SVM, 
DT, RF, LR, KNN, and Multinomial Naive Bayes) 
mentioned in the fourth section and different 
validation techniques. The proposed framework has 
two modules: Arabic Polarity and Sarcasm 
modules, the first module detects the polarity and 
the second detect the sarcasm; the first classifies the 
input tweet as positive, negative, or neutral and the 
second classifies the input tweet as a True or False. 
Each module differentiates the accuracy results for 
the six classifiers along with unigram or bigram or 
trigram with TF-IDF. Both modules follow the next 
Algorithm 1 and the Equation (14) as shown in 
Figure 5 below: 

 
(unigram || bigram || trigram) && (TF-IDF) && 
(SVM || DT || LR || KNN || NB || RF)  (14) 
 
Algorithm-1:  The proposed framework 

I. Preprocessing  

I. Removing stop words 

II. Stemming 

III. Tokenizing 

II. Feature Selection 

I. TF-IDF 

III. Training  

IV. Testing 

 
In order to compare the accuracy for the 

different grams and differentiate between learning 
costs when using different algorithms 
configurations, we have got 18 different accuracy 
results (Precision, Recall, F1-Measure) for each 
module. In order to understand more about the 
proposed framework; algorithm-1 as mentioned 
above and the flowchart as shown in Figure 5 above 
will clarify how the proposed framework works. 

 
6. RESULTS AND DISCUSSIONS 

Using our six classifiers mentioned in 
Equation (14), we have applied the different n-gram 
with TF-IDF, Table 3 shows the different results for 
the used classifiers: SVM, DT, LR, KNN, NB, and 
RF. Using our six classifiers, Section 6.2 that 
discuss polarity results shows that: 

 Support SVM with (bigram, unigram, 
trigram)-TF-IDF, and LR with (unigram, bigram)-
TF-IDF performs well. 
 RF with (unigram, bigram, trigram)-TF-

IDF perform adequately for predicting the Arabic 
text polarity.  
 

While Section 6.3 that discuss sarcasm 
results shows that: 
 SVM with (trigram, bigram, unigram)-TF-

IDF 
 RF with (unigram, bigram, trigram)-TF-

IDF, KNN with bigram-TF-IDF. 
 LR with unigram-TF-IDF performs well 
 NB with unigram-TF-IDF perform 

adequately for prediction the Arabic text sarcasm. 
 

Generally, on average unigram as shown 
in Figure 6 achieved the best results when it was 
used with the different classifiers and TF-IDF. 

 

 
Figure 6: N-grams F1-Measure results 

 
6.1 Proposed work VS Sarcasm detection 

baseline in [20] 
The Arabic sarcasm detector as shown in 

Section 6.2 got better results (F1-score of 64%) 
than the Sarcasm Detection Baseline System (F1-
score of 46%) mentioned in [20] in previous works 
Section 3. Table 3 below show a comparison 
between our proposed work and the work 
introduced in [20]. 

Table 3: Proposed work vs Sarcasm detection baseline 

Model 
Name 

Arabic Sarcasm 
detector 

Sarcasm Detection 
Baseline System 

Technology Machine Learning  Deep Learning  
Algorithm SVM, DT, LR, 

KNN, NB, and RF 
BiLSTM 

Learning 
Costs 

Low High 

F1-score  F1-score of 64% F1-score of 46% 
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6.2 Polarity results 
This module is used to detect the polarity 

(neutral, positive, or negative) of the Arabic text. 
Tables 4, 5, 6, and 7 below show the Accuracy and 
F1-Measure results. Generally, on average SVM as 
shown in Figure 7 and Figure 8 achieved the best 
results followed by in order RF, LR, DT, KNN, 
NB. 

Table 4: Polarity Precision Results 

Algorithm Precision 
n (1, 1) n (1, 2) n (1, 3) 

NB 0.77 0.77 0.77 
LR 0.66 0.66 0.66 
DT 0.53 0.50 0.49 
RF 0.61 0.59 0.58 
SVM 0.64 0.64 0.64 
KNN 0.63 0.61 0.61 

Table 5: Polarity Recall Results 

Algorithm Recall 
n (1, 1) n (1, 2) n (1, 3) 

NB 0.77 0.46 0.42 
LR 0.66 0.54 0.53 
DT 0.49 0.51 0.50 
RF 0.58 0.55 0.54 
SVM 0.64 0.57 0.57 
KNN 0.61 0.48 0.47 

Table 6: Polarity Accuracy Results 

Algorithm Accuracy 
n (1, 1) n (1, 2) n (1, 3) 

NB 62.227 59.384 58.673 
LR 65.498 65.024 64.739 
DT 57.583 55.118 54.787 
RF 63.507 62.986 62.275 
SVM 65.829 65.924 65.545 
KNN 60.616 59.810 60.379 

Table 7: Polarity F1-Measure Results 

Algorithm F1-Measure 
n (1, 1) n (1, 2) n (1, 3) 

NB 58.673 43.367 39.012 
LR 64.739 55.830 53.448 
DT 54.787 51.881 49.669 
RF 62.275 56.033 55.318 
SVM 65.545 58.353 58.587 
KNN 60.379 48.404 47.882 

 
 

 
Figure 7: Polarity Accuracy results 

 

 

Figure 8: Polarity F1-Measure results 

6.3 Sarcasm results 
This module is used to detect the sarcasm 

(True or False) of the Arabic text. Tables 8, 9, 10, 
and 11below show the Accuracy and F1-Measure 
results. Generally, on average DT as shown in 
Figure 9 and Figure 10 achieved the best results 
followed by in order SVM, RF, LR, KNN, NB. 

Table 8: Sarcasm Precision Results 

Algorithm Precision 
n (1, 1) n (1, 2) n (1, 3) 

NB 0.42 0.42 0.42 
LR 0.75 0.75 0.79 
DT 0.66 0.64 0.62 
RF 0.74 0.73 0.73 
SVM 0.75 0.74 0.74 
KNN 0.78 0.84 0.80 

Table 9: Sarcasm Recall Results 

Algorithm Recall 
n (1, 1) n (1, 2) n (1, 3) 

NB 0.50 0.50 0.50 
LR 0.52 0.52 0.51 
DT 0.63 0.62 0.60 
RF 0.58 0.56 0.56 
SVM 0.57 0.58 0.58 
KNN 0.51 0.51 0.51 
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Table 10: Sarcasm Accuracy Results 

Algorithm Accuracy 
n (1, 1) n (1, 2) n (1, 3) 

NB 83.697 83.649 83.649 
LR 84.028 83.934 83.934 
DT 82.133 81.422 80.427 
RF 84.739 84.455 84.502 
SVM 84.739 84.834 84.929 
KNN 83.886 84.028 83.981 

Table 11: Sarcasm F1-Measure Results 

Algorithm F1-Measure 
n (1, 1) n (1, 2) n (1, 3) 

NB 45.849 45.548 45.548 
LR 49.961 48.911 48.133 
DT 64.408 62.643 61.216 
RF 59.794 57.533 57.041 
SVM 57.963 59.727 60.449 
KNN 47.848 48.439 48.417 

 

 
Figure 9: Sarcasm Accuracy results 

 

 
Figure 10: Sarcasm F1-Measure results 

 
7. CONCLUSION 
 

In this paper, we introduce an Arabic text 
classifier that predicts both polarity and sarcasm. 
Six different supervised machine learning 
classification algorithms were used and gauged on 
our Arabic classifier: Logistic Regression (LR), 
Multinomial Naïve Bayes (NB), Decision Tree 

(DT), Support Vector Machine (SVM), and K-
Nearest Neighbor (KNN) along with different N-
gram for tokenizing and TF-IDF for feature 
selection. The proposed work shows how the 
unigram got the best results when mining the 
Arabic text. SVM shows the best accuracy results 
(F1-score of 58.5%) when predicting polarity, 
while DT achieves the best accuracy results (F1-
score of 64.4%) when predicting sarcasm. Previous 
sarcasm classification research achieved (F1-score 
of 46%) accuracy using BiLSTM on Arabic corpus. 
The results show how the proposed work correctly 
predicts both polarity and sarcasm for the Arabic 
text with high accuracy. 
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Figure 5: The proposed framework 

 


