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ABSTRACT 

 

Bankruptcy prediction is a very important metric for making economic decisions. It is a very critical element 
in credit risk analysis. Machine learning based classifiers have been heavily utilized in predicting bankruptcy. 
In terms of machine learning, predicting bankruptcy with imbalanced dataset is a very big challenge. Despite 
the current existing models for bankruptcy prediction, finding a model that achieves a high-performance 
measurement with imbalanced datasets is still an interesting point of research. The reason behind this 
challenge is the fact that imbalanced dataset leads to misclassification results. This paper aims to develop a 
robust machine learning based model for predicting bankruptcy with solving imbalanced dataset problem. 
Four different re-sampling strategies were applied to solve the imbalanced class distribution problem based 
on three popular datasets. The used datasets were downloaded from the University of California, Irvine (UCI) 
machine learning repository. The developed model based on different single and ensemble machine learning 
classifiers. The overall experimental results showed that the best performance of the developed model with 
the Polish dataset was 97% for accuracy and 95.4% for AUC (Area Under the Curve). Moreover, the best 
performance with the Australian dataset was 88.4% for accuracy and 92% for AUC. And the best performance 
with the German dataset was 81.5% for accuracy and 83.4% for AUC ratio. 

Keywords: Bankruptcy prediction, Artificial Intelligence, Ensemble Techniques, Machine Learning 

Techniques, Imbalanced Dataset 

1. INTRODUCTION 

Bankruptcy prediction is an essential issue in 
determining credit risk for financial institutions 
[1]. Since the financial crisis of 2007, managing 
credit risk has become a top priority for financial 
institutions and financial regulators [2]. The 
severe economic and social consequences 
followed the financial crisis were due to several 
big bankruptcies [3]. Therefore, the high social 
and economic costs of corporate bankruptcies 
have attracted attention of researchers. They have 
been trying to understand the causes of 
bankruptcy and eventually prediction of business 
distress. The purpose of the bankruptcy 
prediction is to assess the financial condition of 
an institution and its future perspectives within 
the context of long-term operation in the market 
[4]. 

Recently, several studies apply Artificial 
Intelligence (AI) techniques to predict 
bankruptcy problem instead of the traditional 
statistical techniques [3]. Almost all studies 

proved that AI techniques show better 
performance than classical statistical techniques 
to predict bankruptcy [5], [6], [7], [8], [9], [10], 
[11].  

Ensemble classifiers present outstanding ability to 
efficiently predict the bankruptcy of institutions [2], 
[12], [1], [13]. Since taking different perspectives in 
any decision-making problem is better than a single 
perspective, the ensemble techniques could boost 
their performance by combining varied machine 
learning classifiers with different characteristics 
[14]. Among these classifiers are Extreme gradient 
boosting (XGBoost) [9], Cluster-based Boosting 
(CBoost) technique [15], Adaptive Boosting 
(AdaBoost) [12], Bagging (BA) and Boosting (BO) 
[16]. While some studies use a single based 
classifier, other studies use multiple classifiers in the 
ensemble strategy to predict bankruptcy problem 
[17]. 



 Journal of Theoretical and Applied Information Technology 

15th April 2022. Vol.100. No 7 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2069 

 

The developed model mainly focused on the 
machine learning classifiers to show its power in 
predicting bankruptcy problem. In this paper, two 
single based machine learning classifiers (Support 
Vector Machine (SVM), Decision Trees (DTs)) were 
applied to predict bankruptcy problem. Four 
ensemble classifiers (XGBoost, AdaBoost, Bagging 
and Categorical Boosting (CatBoost)) were applied 
to predict bankruptcy problem. The main aim of this 
study is to be able to efficiently classify the financial 
institutions to prevent bankruptcy. The datasets used 
are Polish enterprises dataset [18], Australian credit 
bankruptcy [19] and German enterprises dataset 
[20]. This paper is structured as follows: Section 2 
presents a literature review from several studies; 
Section 3 presents the developed model for 
predicting bankruptcy; Section 4 presents the applied 
machine learning classifiers for data classification; 
Section 5 presents the performance evaluation of the 
developed model; Section 6 presents the 
experimental results; and Section 7 shows our 
conclusions and future work. 

 
2. LITERATURE REVIEW 

Recently, the bankruptcy problem has attracted 
the attentions of many studies. Bankruptcy 
prediction models created a common alert to avoid 
the consequences of the bankruptcy problem [21]. 
The pioneers in applying models to predict the 
bankruptcy problem were William H. Beaver (1966) 
[22], Altman (1968) [23] and Ohlson (1980) [24]. 
They made the early contributions in predicting the 
bankruptcy problem by using traditional statistical 
techniques [3]. After that, the supervised machine 
learning techniques efficiently proved a high 
performance in predicting the bankruptcy problem 
[13]. This section presents the most recent research 
papers in bankruptcy prediction. Its review data are 
from the web of science database. It presents the 
latest models in predicting bankruptcy based on 
machine learning techniques. Moreover, it presents 
the latest solutions to solve the problem of 
imbalanced datasets to improve prediction 
performance. 

Various single based machine learning classifiers 
such as SVM [6, 25], DT [8, 26], Random Forest 

(RF) [27], Genetic Algorithm (GA) [28] , Artificial 
Neural Network (ANN) [7, 29], Convolutional 
Neural Network (CNN) [30] and Anti Colony 
Optimization (ACO) model [31] show good 
performance ratio. 

However, these studies could not determine the 
most superior model in predicting the bankruptcy 
problem because each model can prove a high 
performance based on the datasets used, financial 
ratios and situation [8]. From this perspective, 
integrating multiple single based machine learning 
classifiers to produce a robust classifier become the 
most superior technique in bankruptcy prediction. 
After that, researchers turn their studies to the 
ensemble classifiers to improve the performance of 
the prediction. They achieved a high-performance 
using ensemble classifiers. 

BA and BO are the most popular ensemble 
classifiers used to improve the performance of the 
single machine learning classifiers [17]. They 
operate by collecting weak classifiers to generate a 
powerful ensemble classifier. The main difference 
between the BA and BO is the preparation of the 
training dataset [13]. The BA technique showed a 
good performance in many studies to predict 
bankruptcy problem [2, 16, 25]. The BO technique 
has many techniques that depend on it which 
improve an enhancement in predicting bankruptcy 
problem. The AdaBoost [14, 32, 33, 1], Gradient 
Boosting (GBoost) [34, 27], XGBoot [35, 36, 11, 37, 
38], CatBoost [39-41] are the most commonly used 
BO techniques. 

Recently, several studies are interested in re-
sampling the dataset as a pre-processing step to 
avoid the imbalanced dataset problem [26]. The 
balanced datasets ensure a more reliable results 
while determining whether the financial institution 
will be bankrupt or not which brings a good 
perspective for the future in the financial market 
[42]. Among the data sampling strategies are the 
oversampling and the under-sampling. The re-
sampling techniques (oversampling and under-
sampling) are applied by many studies [15, 43, 44,

11, 45]. They are applied to obtain a balanced 
dataset by having an equivalent number of 
minority and majority classes [46]. 

However, various studies proved that 
oversampling technique outperforms the under-
sampling technique [47, 38, 48, 26, 49]. In 2002, 
Chawla,et al. [50] presented an improved 

oversampling technique which is the Synthetic 
Minority Oversampling Technique (SMOTE). 
The SMOTE technique enhances the performance 
of random oversampling by generating non 
overlapped synthetic observations in the minority 
class [11]. After that, the SMOTE is integrated 
with the Tomek link to obtain a superior 
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performance in the re-sampling step which 
prevents missing important information in the 
testing dataset [49], [51]. 

 
3. DEVELOPED MODEL FOR 

PREDICTING BANKRUPTCY  

  

3.1 Overview 

The developed model in this paper consists of 
two main phases: the pre-processing phase and 
the application of machine learning techniques 
phase. The pre-processing phase includes 
applying different re-sampling techniques to 
balance the imbalanced selected datasets. The 
application of machine learning was used to 
predict the problem of bankruptcy. Three 
imbalanced datasets (Polish [18], Australian [19] 
and German credit [20] enterprises) were selected 
with different features from the UCI machine 
learning repository. Pre-processing the selected 
datasets is very important because the machine 
learning techniques cannot produce efficient 
results with imbalanced datasets. Constructing a 
model with an imbalanced dataset may be biased 
to the majority class which could mislead the 
classification results. Most of credit datasets have 
imbalanced ratio between bankrupt and non-
bankrupt classes. The developed pre-processing 
phase ensures more efficient and robust results in 
predicting bankruptcy problem. Oversampling 
and under-sampling are the most common re-

sampling techniques to solve the problem of 
imbalanced dataset. In this research, both 
oversampling and under-sampling approaches 
were applied to gain a better performance with the 
used datasets. Most credit datasets have missing 
values. Removing instances that have missing 
values could lead to losing useful information. 
The Polish and Australian datasets have missing 
values, which were filled during the pre-
processing phase and before applying the re-
sampling strategies. The selected datasets were 
split into training and testing datasets. In the 
training step, 80% of the dataset was used to build 
the machine learning classifiers.  Hence, 20% of 
the dataset was used to test the prediction 
performance of the developed model. The training 
datasets were the input for the re-sampling step. 
Four re-sampling techniques (oversampling, 
SMOTE, under-sampling and SMOTETomek 
link) were applied to balance the training datasets. 
 
    The machine learning techniques were applied 
to classify the input training datasets to 
bankruptcy and non-bankruptcy classes. Six 
machine learning techniques were applied in the 
developed model to predict the bankruptcy 
problem. The applied machine learning classifiers 
were SVM, DT, BA, AdaBoost, XGBoost and 
CatBoost. The accuracy, AUC, precision and 
recall performance metrics were used to evaluate 
the developed model. 

Figure 1 presents the framework of overall system.  
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Figure 1: Framework of the developed model. 

3.2 Pre-processing Techniques to Balance 

Datasets 

In the economic domain, the non-bankrupt 
institutions (majority class) are much more than 
the bankrupt institutions (minority class). Thus, 
the imbalanced dataset problem misleads the 
classification results. So, the developed model 
balanced the datasets used for a better 
performance. The oversampling and under-
sampling techniques were applied before using 
any machine learning classifier in the developed 
model. The developed model classified two 
classes: 0 for non-bankrupt and 1 for bankrupt. 
3.2.1 Oversampling technique 

The oversampling technique aims to create 
synthetic values in the minority class to have a 
good balancing ratio between minority and 
majority classes [46]. The balancing ratio will 
lead to the same number of instances of minority 
and majority classes [44]. The oversampling 
technique selects random samples from the 
minority class to be the new synthetic values [51]. 
However, this process makes a multiple copy of 
the samples in the minority class which could lead 
to the overfitting problem. The SMOTE technique 
is an advanced technique of the oversampling 
strategy to overcome the overfitting problem in 
the training dataset. The SMOTE technique was 
applied in this paper to enhance the performance 
of the oversampling strategy. 

The SMOTE is widely used in many studies [21], 
[44], [46]. It depends on creating synthetic values 
which are similar in the feature space from the 
minority class. The pseudo code of the SMOTE 
algorithm to generate synthetic features is 
presented in Algorithm 1 according to [48]. 
Firstly, SMOTE model randomly selects a value 
(stands for ��) from the minority class (�� є 
minority class). After that, it will find the k-
nearest neighbors (������ 	
� ��) to the random 
value (��) [46]. It applies the Euclidian distance 
for each selected random value �� to find ��. Then 
it will choose a random value (�) within ��. The 
new synthetic feature (stands for ����) in the 
minority class, will be calculated as follow: 
����= ��+ (�-��) ×δ, such that δ є [0,1] is a 
random value to control the synthetic feature [52]. 
This powerful technique could create any required 
number of synthetic features to balance the data in 
the two classes. Figure 2 represents the execution 
of SMOTE technique based on the calculated 
Euclidian distance.  

 
Figure 2: SMOTE technique based on the Euclidian 

distance. 

 

Algorithm 1. SMOTE 

Input: T: number of minority class samples; N: 
amount of SMOTE 
N%; k: number of nearest neighbors; minority data 
D = �� є X, where i = 1, 2, 3, …, T. 
Output:  S: synthetic data S 
N = (int)(N/100) 
 for i = 1 to T do 

 1. Find the k nearest (minority class) 
neighbors of �� 

 While N ≠ 0 do 

 1. Select one of the k nearest neighbors, x 

 2. Select a random number α є [0,1] 

 3. x = ��+α (x-��) 
 4. Append x to S 

 5. N = N – 1 

  end while 

 end for 

3.2.2 Under-sampling technique 

The main idea of under-sampling technique is to 
re-sample the majority class. Here in, deleting 
diverse values in the majority class to have a good 
balancing ratio by having the same number of 
samples in the two classes (majority and minority) 
[46]. Unfortunately, this technique may loss 
useful information in the majority class because 
of the high imbalanced ratios between the 
majority and minority classes [53]. Hence, some 
authors combine the oversampling and the under-
sampling techniques to overcome the drawbacks 
in the under-sampling strategy [44]. The 
combined technique aims to apply the 
oversampling to increase number of minority 
class then apply under-sampling by reducing the 
number of majority class in order to produce two 
balanced classes.  
 
The SMOTETomek link is another powerful re-
sampling technique. It combines the 
oversampling SMOTE technique and the under-
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sampling Tomek link [46]. Tomek link is used to 
eliminate undesired overlapping features to 
improve the performance of classification [21]. 
Tomek link is defined by the existence of two 
different data points: one of them belongs to the 
majority class (stands for��), while the other 

belongs to the minority class (stands for ��). The 

Euclidian distance between Xi and Xj is Ed(��, 
��). The two data points �� and �� have a Tomek 

link if there exist data point �� such that Ed(��, 
��) < Ed(��, ��) or Ed(��, ��) < Ed(��, ��). Hence, 

one of these data points �� and �� is noisy or both 
of them are close to the border [54]. 

Figure 3 presents the pre-processing step in the 
training dataset, either applying SMOTE alone or 
followed by under-sampling Tomek link. 

Figure 3: The SMOTE oversampling technique will be applied alone or followed by 

Tomek link to balance the imbalanced dataset. 

 

4. MACHINE LEARNING FOR DATA 

CLASSIFICATION 

 
      Machine learning is an important application 
of AI. It makes a high contribution in 
classifications problems [25]. It shows high 
performance in bankruptcy prediction [3], [13], 
[12], [1]. In this paper, various machine learning 
techniques were applied to predict bankruptcy 
problem. 
 

4.1 Support Vector Machine (SVM) 

      SVM is a supervised machine learning 
classifier. It is widely used in many fields such as 
banks failure to differentiate between two or more 
classes according to the target feature [47]. In 
this presented work, SVM was used as a binary 
classification model to separate between bankrupt 
and non-bankrupt classes. The main objective of 
the SVM is to classify input data by determining 
hyperplane with the highest margin which is the 
distance between the nearest point from each class 
and the hyperplane. The hyper plane is the 
boundary of classification between two classes 
(bankrupt and non-bankrupt) [29]. In case, the 
input training dataset is a linearly separable, then 

a linear hyperplane will be used to make 
classification boundary. The mathematical 
formula of linear SVM hyperplane for training 
dataset ��єℝ � (i= 1,2, 3, ..., n) and the target 
output is y�є [1, -1] as shown in equation (                  
(1). 

Hence H: ��  (x) + b = 0                  (1) 

w is weight of n-dimensional vector space and b 
stands for bias [55]. Figure 4 presents the support 
vector machine model to differentiate input data 
points linearly into two classes by determining the 
hyperplane with the help of support vectors 

 
 
 
 
 
 
 
 

Figure 4: Linear classification between 2 
classes by the SVM with hyperplane. Support 
vectors are small number of data points which are 
used to determine hyperplane [8]. Support vectors 
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are located in the margin with dashed line. To 
define if the instance belongs to which y� (1 or -
1), it is classified as shown in equation (             (2). 
 

w� (x) + b � � 1,      for  y� # $1
  % &1 ,   for y� # &1             (2) 

 
 
 
 
 
 
 
 

Figure 4: Linear classification between 2 classes by 

the SVM with hyperplane. 

      In non-linear separable features case, the 
SVM kernel function is used to map input point 
into high dimensional feature space. To classify 
data successfully the hyperplane should be with 
the highest margin to minimize the 
misclassification errors which are overfitting [56]. 
The multiplier α which is called Lagrange 
procedure is used to determine the hyperplane as 
shown in equation (  (3) according to [55]: 
min*,+max.  (

/
0 w�w – 1 α�3y�4w�x� $ b6 &7

�8/
1 9)  (3) 

 
4.2 Decision Tree (DT) 

DT is a supervised machine learning 
predictive classifier. DT classifier separates 
feature space by a recursive operation called 
divide and conquer, which produces prediction 
rules from training the dataset [29]. It starts with 
the topmost root node, and it transfers information 
of the samples to the branches which contain 
decision rules. Leaves are terminal nodes that 
contain the label of the target class (bankrupt or 

non-bankrupt). The remaining non-terminal inner 
nodes represent features, and the branches 
represent the deduction of the features to build the 
decision rules that lead to the final classification 
result [47]. Figure 5 presents the building 
structure of the DT [57]. The developed model 
applied the Gini index strategy to determine the 
split points. The Gini index technique is usually 
used to measure the efficiency of the separation 
which means if a random selected feature is 
classified correctly or not. Its probability lies 
between 0 and 1, 1 means purity of classification 
and 0 means random distribution of variables 
between classes. It is represented as shown in 
equation (      (4) by [58]. 

             G # ∑ ;̂=>?>8/ @1 &  ;̂=>A      (4) 

Here L means the number of observations and pCDE 
means if the proportion of observation l in 
partition Pm.  

Figure 5: The building structure of the DT technique. 

4.3 Ensemble Classifiers 

The ensemble classifier integrates multiple 
weak learning classifiers with different 
hypotheses together for a better performance 
which is better than applying any integrated 
classifier alone [13]. It becomes a brilliant 
technique in the bankruptcy problem because it 
often shows a high performance than a single 
based classifier [59]. There are two strategies of 
ensemble classifier: parallel ensemble classifier 
and sequential ensemble classifier, as represented 
in 

. The parallel ensemble classifier combines 
various classifiers to generate the desired 
ensemble classifier with different hypotheses 
from each classifier independently. However, in 
the sequential ensemble classifier, the first 

classifier tries to generate the desired model and 
the second classifier tries to minimize errors from 
the output of first classifier, and so on [14]. 
4.3.1 Bagging 
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BA model overcomes the overfitting problem. 
Moreover, it can increase the performance and the 
stability by integrating various and independent 
classifiers. It also stands for “bootstrap 

aggregation” [25]. It combines various classifiers 
which are trained using bootstrap sampling. And 
hence, re-samples the samples uniformly 

with variations from the given training dataset 
[13].  After that variations, different datasets are 
generated. However, some samples may be used 
more than once, while some other samples may 

not be used [2]. The ensemble classifier is 
generated by training single classifiers in parallel, 
then the output 

Figure 6: The structure of the parallel and sequential ensemble classifiers.

decision can be obtained by voting on most 
efficient learning methods. In this study, the BA 
technique was applied based on the random forest 
as a base classifier for BA. 
4.3.2 Boosting 

BO is a sequential ensemble classifier. It can 
reduce the overall misclassification error by using 
auxiliary models to avoid errors [9]. It combines 
weak classifiers with initial weight in the learning 
with modified dataset. It increases  the weight of 
the misclassified samples, while decreases the 
weight of the correctly classified samples [2]. 
Each classifier focuses on the wrong classified 
instances from the previous classifier to fix 
misclassification cases and enhances the 
performance. 
4.3.2.1 AdaBoost 

AdaBoost technique is the earlier algorithm of BO 
ensemble classifier and is commonly used in the 
bankruptcy prediction problem. It depends on 
combining weak classifiers to produce a stronger 
classifier. The whole dataset is used to train each 
classifier in the AdaBoost technique. During each 
iteration, the AdaBoost makes a progress in the 
classification prediction by increasing the weight 
of the misclassified samples, while it decreases 
the weight of the correctly classified samples [45]. 

Each classifier on the AdaBoost has its own 
accuracy and score based on the used training 
dataset. Each classifier gives a vote when a new 
sample is trained. After that, the final class label 
is determined by the greatest number of votes 
from the combined classifiers [26]. The pseudo 
code of AdaBoost algorithm is shown in 
Algorithm 2 [25]. 
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The loop in step 2 presents the iterative operation 
of generating each tree and using the weights of 
instances from the previous iteration. Within the 
loop in step a, the classifier is fitted to the training 
dataset using the weighted instances. At every 
iteration, the tree uses the misclassified instances 
from the previous iteration. Within the loop in 
step b, the weighted error of the misclassified 
instances is calculated in the newest tree. Within 
the loop in step c, calculating the weight score of 
the newest tree using step b, this is an important 
step in combining all classifiers to determine the 
final label. Within the loop in step d, updating the 
weight of instances according to the fitting 
classifier. The final step 3 is used to sum the 
weights of all classifiers to determine final 
prediction [45]. 
4.3.2.2 XGBoost 

The XGBoost is an advanced GBoost technique. 
It was recently proposed in 2016 by [35]. It 
appears outstanding performance and speed in 
many machine learning applications. XGBoost 
and GBoost techniques usually use a group of 
Classification and Regression Tress (CART). The 
XGBoost structures parallel DT, while GBoost 
structures sequential DT [11]. Let the given 
dataset D= {xF , yF}, where x� is a sample of m 

features and yFis the target label [14]. Both 
XGBoost and GBoost use additive function f7@GA 
to predict each sample in the given dataset. The 
prediction function is presented as shown 
inequation (                             (5). 

HI # 1 	JKGIL,M
I8/ 	JN ℱ                             (5) 

Where f7@GA indicates the prediction according to 
the N-th boost (ℱ is the number of possible 
CARTs), and N      refers to the number of samples 
in the training dataset. The XGBoost enhances the 
GBoost technique to improve the classification 
performance. It applies the objective function 
consists of loss function and a regularization term 
instead of applying a loss function only in the 
GBoost. The objective function is presented as 
shown in equation (   

Obj(Θ)=P Ը  @RI , HI
@SAA $

M

I8/
1 T  @	SAU

S8/     (6)                  

) by [60].     

Obj(Θ)=P Ը  @RI , HI
@SAA $

M

I8/
1 T  @	SAU

S8/     (6)                   

Where Ը @. A represents the loss function, Ω(.) 
represents the regularization term and Θ is the 
structured CART.Moreover, R refers to the 
number of iterations of the XGBoost [11]. The 
regularization term1 Ω @f A 

  is an important to 

measure the complicity of XGBoost. Moreover, 
the regularizations term helps in avoiding the 
problem of overfitting by smoothing the weight of 
learners. The main objective of XGBoost 
technique is to detect the  fXthat reduces the 
objective function [14]. The XGBoost uses the 
algorithm of the greedy search to optimize the 
objective function which is describe by [35]. The 
Taylor expansion formula is used with the 
objective function at iteration r to optimize the 
XGBoost technique as shown in equation ( 

  YZ[ @SA=P \ ]I	S  @GIL $
M

I8/
                             /0  ^I	S 0

 @GIAA 6 $ 1 T  @	SAU
S8/     

(7).  

  YZ[ @SA=P \ ]I	S  @GIL $
M

I8/
                             /0  ^I	S 0

 @GIAA 6 $ 1 T  @	SAU
S8/     

(7) 

Where the first and second order of gradient 
statistics on the loss function, respectively are 
represented by  ]F  and ^F [27]. 
4.3.2.3 CatBoost 

Algorithm 2. The pseudo code of the AdaBoost 

1. Initialize the weights of instances _�= 1/N; i= 
1,2,3, …, N 

2. For t= 1 to T repeat steps from a to d 

 a. Fit classifier `a @�A to the training dataset 
using _� (weights). 

 b. Calculate weighted error of the newest 

DT bcca = 
1 _� d @e� fg

�hi⋅ `a@��AA
∑ _�g�hi⋅

, 

I= 1 when error rate is acceptable, and 0 
otherwise 

 

 c. At each iteration calculate ka= log[(1-
 bcca)/ bcca]. 

 d. Update weights for i= 1 to N 

   _�= _� . exp [ka.I(e� ≠  `a@��AA] 
 and renormalized to _� to sum to 
1 

3. Output C(x) = sign [1 ka`a@�Am
a8i⋅ ]; The final 

classifier 



 Journal of Theoretical and Applied Information Technology 

15th April 2022. Vol.100. No 7 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2076 

 

The CatBoost is a robust open-source library 
based on the GBoost technique, and it achieves a 
high performance in various machine learning 
applications [27]. It uses DT as a base ensemble 
classifier. Prokhorenkov, et al. [39] showed that 
CatBoost outperforms other GBoost techniques 
(XGBoost and Light GBoost). Prokhorenkov, et 
al. [39] introduced a solution to solve the 
prediction shift problem of the GBoost in the 
CatBoost technique to not use the same samples 
in the training process[40]. The CatBoost 
technique modifies the order boosting of the 
GBoost technique to solve the problem of the 
prediction shift [41]. Thus, the CatBoost firstly 
permutes the training samples randomly. The 
independent s+1 random permutations of the 
training samples are presented by  σ/,  σ0, …,  σo. 
The CatBoost constructs n models (i = M/,  M0, 
…,  M7) within each R iteration of the boosting. 
The first i samples in the random permutation are 
used to train the M�model of the rth iteration. 
Moreover, the M� is used to calculate the gradients 
on the (r+1)th iteration of the i+1 samples [39]. 
The GBoost libraries except the CatBoost cannot 
deal with categorical data directly. So, they 
usually need a preprocessing step to convert 

categorical dataset to their target statistic (encode 
each categorical feature to a numerical value). 
Another main function of the catBoost that 
CatBoost can handle categorical features without 
need to a preprocessing step and keep the most 
information without loss [37]. The CatBoost 
constructs a balanced (symmetric) DT with the 
same structure at each level to avoid overfitting 
problem on handling categorical features by 
obtain multiple labels for the same category. So 
that, the CatBoost do random permutations to 
have different datasets to compute the numerical 
feature without overfitting problem. At each 
permutation, the information of the samples 
before i are used to calculate the target statistics 
of sample i. After using several permutations to 
calculate the target statistics of the feature, the 
averaged value for each sample is computed to be 
the final target [41].  
 
All the experimental results were obtained using 
Python 3.8, on a PC with 2.6 GHz, Intel CORE i7, 
8 GB RAM and NVIDIA GEFORCE GTX 1650 
Max-Q using Windows 10 operating system. 
Error! Reference source not found. presents the 
setting of the parameters for each machine 
learning classifier in the developed mode.

Table 1: Meta-parameters for each applied 

machine learning classifier. 

 

5.  PERFORMANCE EVALUATION 

 
The efficiency of the used machine learning 

classifiers was validated on three popular datasets 
using various performance measurements. To 
assure a reliable performance of the machine 
learning classifiers, the datasets were selected to 
have varying number of features and samples. The 
developed model used all features of the selected 
datasets. The selected datasets, evaluation metrics 

and the achieved results are presented in the 
following subsections. 

 
5.1. Datasets Used 

          Three imbalanced datasets were used 
from the UCI machine learning repository to 
measure the performance of the developed 
model. The datasets used are Polish enterprises 
dataset [18], Australian credit dataset [19] and 
German credit dataset [20]. The polish dataset is 
a large dataset that consists of 5 years of real-
world data from the financial markets. It lists the 
bankrupt institutions from 2000 to 2012 and still 
working institutions from 2007 to 2013 [25]. 
The large training dataset helps us to ensure a 
good and reliable performance. Hence, the five 
years were grouped in one file to have 43,405 

records as applied in [31]. Error! Reference 

source not found. presents the description of the 
three datasets used. 
 
Table 2: The description of the datasets used. 

Classifier Parameters 

SVM Linear SVM and penalty parameter C = 1 
DT Criterion = Gini index tree with maximum  

depth = 3, random state = 100 and Min. samples 
in leaf = 5 

BA Base learner is RF with random state = 42, the 
number of estimators = 100, bootstrap=True 
and number of jobs = -1 

AdaBoost Base learner is DT with maximum depth = 3, 
random state = 100 and Min. samples in leaf = 
5 

XGBoost Base learner is CART with Maximum depth of 
trees = 3, estimators =300, random state = 0 and 
learning rate = 1.0 

CatBoost Base learner is DT with random state = 42, 
estimators = 100 and verbose=0 
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  To replace the missing values in the Polish and 
Australian datasets, the average value for column 
of each attribute were calculated and the missing 
cell were replaced with the calculated average 
value.  

5.2. Metrics 

         There are various performance 
measurements to evaluate the model’s 
performance of prediction [5]. In this paper, four 
performance measurements were used, which are 
accuracy, AUC, recall and precision. The 
developed model depends on the four 
performance measures for more accurate and 
robust measurements.  
5.2.1. Accuracy 

The accuracy is the most commonly used 
measurement in evaluating the performance of 
models. However, the accuracy metric is misled 
measure to evaluate machine learning classifiers 
[37]. The accuracy is the percentage of the correct 
predicted labels. The overall accuracy is the ratio 
of the true predicted labels to the total number of 

the predicted labels,whether correct or wrong 
labels [61]. 
5.2.2. Precision 

The precision indicates the sharpness of the model 
not to classify non-bankrupt institution as 
bankrupt institution [34]. It is calculated by the 
ratio of the number of correct cases to the total 
number of cases of bankrupt and non-bankrupt. It 
is calculated for each class (bankrupt and non-
bankrupt). 
5.2.3. AUC 

The AUC ratio is widely used with binary 
classification problems [14]. Most studies depend 
on the AUC ratio as a robust measurement when 
comparing models. It reflects the ability of the 
model to distinguish between bankrupt and non-
bankrupt cases. Its value lies between 0 and 1 [9]. 
If the value of the AUC is between 0.9 and 1 refers 
to outstanding performance, good performance is 
between 0.7, and 0.9 and inferior performance is 
less than 0.7 [37]. Equation (qrs#
tSuvwxwyJ zyS JyJ{|}J~S�t� � tSuvwxwyJ zyS |}J~S�t�

0  (8) 

shows the formula of the AUC measure. 
 
qrs #
tSuvwxwyJ zyS JyJ{|}J~S�t� � tSuvwxwyJ zyS |}J~S�t�

0  (8) 

5.2.4. Recall 

Recall is known as a sensitivity value. It is used to 
determine the total number of correct results and 
should be assessed for each class [11].

Properties/ 
Dataset 

Polish Australian German 

Attributes 64 14 24 
Instances 43,405 690 1,000 
Bankrupt 

institutions 

2,091 383 300 

Non-Bankrupt 

institutions 

41,314 307 700 

Missing values Yes Yes No 
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Figure 7 presents the confusion metric of the four 
used performance measurements which are 
accuracy, AUC, precision, and recall.  
 

 

Figure 7: The confusion matrix of the presented 

performance measurements (accuracy, AUC, 

precision and recall). 

6. RESULTS AND DISCUSSION 

This section presents the results of our 
experiments. The selected datasets were split into 
training and testing datasets to measure the 
performance of the developed model as 
recommended by [37]. The random state used 
with the oversampling, SMOTE and under-
sampling techniques was 42. However, a random 
state equal to zero was used with the 
SMOTETomek link. The random states in this 
paper were chosen to achieve high-performance 
with the selected datasets. As we noticed that the 
value of the random state could change the 
performance of the models in some datasets. 

 
The developed model focused on the precision 

ratio of the non-bankrupt institutions to make sure 
that non-bankrupt is not classified as bankrupt. 
Moreover, this paper presented only the recall 
ratio of the bankrupt institutions to know the 
correct number of the classified bankrupt. A 
comparison between the applied machine learning 
classifiers with the selected re-sampling strategies 
across the selected datasets were made. As 
mentioned before, the accuracy measurement 
alone is not enough with binary classification 
problems.  For this reason, the model with the 
highest performance was determined based on 
four performance measurements. The 
experimental results of the developed model are 

shown in Table 3-Table 6. The technique which 
shows the highest performance measurements 
according to the used performance metrics is 
highlighted in underline and bold. Table 3 reveals 
the evaluation measures of the developed model 
with the oversampling strategy across the selected 
datasets.  

Table 3: The performance measurements of the 

developed techniques across selected datasets after 

applying oversampling strategy. 

Datasets Technique Performance measures 
Accuracy AUC Precession Recall 

Polish SVM 0.257 0.658 0.97 0.88 
DT 0.807 0.823 0.98 0.68 
BA 0.965 0.948 0.97 0.42 
AdaBoost 0.932 0.913 0.99 0.75 
XGBoost 0.968 0.932 0.98 0.67 
CatBoost 0.967 0.945 0.99 0.72 

Australian SVM 0.862 0.903 0.91       0.86       
DT 0.862 0.894 0.89       0.80 
BA 0.877 0.925 0.91       0.84 
AdaBoost 0.797 0.856 0.83       0.71 
XGBoost 0.870 0.889 0.88       0.78       
CatBoost 0.877 0.926 0.91 0.84  

German SVM 0.72 0.800 0.88       0.78       
DT 0.74 0.770 0.80       0.49       
BA 0.775 0.825 0.84       0.61       
AdaBoost 0.745 0.719 0.83       0.59       
XGBoost 0.815 0.834 0.86 0.66       

CatBoost 0.795 0.832 0.87       0.71       
 
     The presented results used the random 
selection of samples in the minority class, which 
has increased the balancing ratio between the 
bankrupt and non-bankrupt classes. With the 
Polish and Australian datasets, the CatBoost 
technique showed the highest performance, which 
was followed by the XGBoost. Nevertheless, in 
terms of accuracy and AUC, the XGBoost slightly 
outperformed the CatBoost with the German 
dataset. In this developed model, the GBoost 
techniques (XGBoost and CatBoost) proved high 
predictive results in the bankruptcy problem with 
oversampling as demonstrated by [27]. 
 
     The oversampling strategy produces larger 
number of samples, which increases the training 
ability of the XGBoost and CatBoost techniques. 
Such large number of samples creates well-
structured boosting trees in XGBoost and 
CatBoost techniques, which increases their ability 
to differentiate between bankrupt and non-
bankrupt institutions without overfitting. 
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       Some additional observations are also worth 
mentioning. The performance of the other 
techniques (BA, AdaBoost and DT) is not bad, but 
still not the best. For example, the performance of 
the BA technique is very close to the CatBoost 
with the Australian dataset. The BA and CatBoost 

made many versions of the training samples to 
overcome the overfitting problem on the 
Australian dataset, which has small number of 
features. As regards the SVM technique on the 
Polish dataset, despite its high precision and recall 
ratio, it has a very low 

accuracy and bad AUC ratio. SVM could not 
determine the perfect hyperplane, due to the large 
number of features in the Polish dataset. 
Nevertheless, SVM proved better performance 
with small dataset (Australian and German) 
across small number of features than large dataset 
(Polish). 
 
       After applying the oversampling technique, 
the SMOTE as oversampling strategy were 
applied to enhance the performance. Table 4 
presents the performance measurements of the 
SMOTE across the selected datasets. 

Table 4: The performance measurements of the 

developed techniques across selected datasets after 

applying SMOTE strategy. 

 

      Using the SMOTE together with the CatBoost 
technique showed the highest performance 

measurement across all selected datasets. So, it is 
obvious that the CatBoost showed better 
performance with the SMOTE more than with the 
random selection of samples on the German 
dataset. This is because the SMOTE technique 
applies the K-nearest neighbors with K= 1, which 
enhances the performance over the random 
selection of samples used in the original 
oversampling technique. The SMOTE enhanced 
the accuracy and AUC ratio of the CatBoost 
across the selected datasets, nevertheless, it 
reduces the precision and recall ratio. This finding 
matches with [40] who proved that CatBoost with 
default parameters is better that XGBoost with 
tuned parameters across various datasets. 
 
      Some additional observations are also worth 
mentioning. The performance of the SVM 
technique on the Polish dataset does not change 
by applying the SMOTE. But the SMOTE only 
improved the accuracy of the SVM technique on 
the Australian and German datasets. The SMOTE 
improved only the recall ratio of the DT technique 
on the Polish dataset. The SMOTE has also 
improved the precision and recall ratio of the DT 
on the Australian and German datasets, 

Datasets Technique Performance measures 
Accuracy AUC Precession Recall 

Polish SVM 0.256 0.658 0.97 0.88 
DT 0.764 0.823 0.98 0.76 
BA 0.962 0.934 0.97 0.49 
AdaBoost 0.949 0.917 0.98 0.64 
XGBoost 0.965 0.932 0.98 0.64 
CatBoost 0.970 0.954 0.98 0.66 

Australian SVM 0.870 0.898 0.86       0.75       
DT 0.841 0.894 0.93       0.90       
BA 0.870 0.921 0.90       0.82       
AdaBoost 0.790 0.838 0.85       0.76       
XGBoost 0.891 0.895 0.89       0.80       
CatBoost 0.877 0.928 0.90       0.82       

German SVM 0.745 0.769 0.82       0.58       
DT 0.63 0.723 0.81       0.66       
BA 0.805 0.828 0.85       0.63       
AdaBoost 0.755 0.716 0.82       0.54       
XGBoost 0.80 0.824 0.86       0.68       
CatBoost 0.795 0.844 0.84 0.61       

Datasets Technique Performance measures  
Accuracy AUC Precession Recall 

Polish SVM 0.201 0.648 0.97 0.91 
DT 0.795 0.821 0.98 0.70 
BA 0.817 0.911 0.99 0.85 
AdaBoost 0.844 0.921 0.99 0.83 
XGBoost 0.862 0.933 0.99 0.83 
CatBoost 0.880 0.955 0.99 0.87 

Australian SVM 0.870 0.895 0.89       0.80 
DT 0.862 0.889 0.89       0.80 
BA 0.870 0.922 0.90       0.82       

AdaBoost 0.797 0.854 0.84       0.73 
XGBoost 0.877 0.888 0.89       0.80 
CatBoost 0.870 0.920 0.89       0.80  

German SVM 0.70 0.795 0.89       0.81       
DT 0.695 0.784 0.93       0.88       
BA 0.73 0.816 0.89 0.80       
AdaBoost 0.62 0.654 0.77       0.53       
XGBoost 0.71 0.781 0.87       0.76       
CatBoost 0.745 0.822 0.89       0.78       
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nevertheless, it minimized the accuracy. There is 
no doubt that the improvement in the precision 
and recall ratio means the more reliable results. 
The SMOTE improves the performance 
measurement of the BA technique on the German 
dataset, nevertheless, it reduces the performance 
on the Australian dataset. Moreover, it reduces the 
AUC of the BA technique on the Polish dataset, 
also improves the recall ratio. The SMOTE 
improves the accuracy and AUC but reduces the 
precision and recall ratio of the AdaBoost 
technique on the Polish dataset, nevertheless, the 
opposite is observed on the Australian dataset. 
The SMOTE also improved the accuracy of the 
AdaBoost on the German dataset. The XGBoost 
with the original oversampling is slightly better 
than SMOTE on the Polish dataset. The SMOTE 
also improved the accuracy and reduces the recall 

ratio of the XGBoost on the Polish dataset. 
Moreover, it improved the performance 
measurement of the XGBoost on the Australian 
dataset. It minimized the accuracy and AUC ratio 
of the XGBoost on the German dataset, 
nevertheless, it improved the recall ratio.  
 
       After applying the SMOTE technique, the 
under-sampling strategy were applied to show its 
performance.  

Table 5 presents the performance measurements 
of the under-sampling strategy across the selected 
datasets. 
 

Table 5: The performance measurements of the 

developed techniques across selected datasets after 

applying under-sampling strategy.

 
     It is obvious that the accuracy of the most 
models using the under-sampling strategy is very 
less than the accuracy using the oversampling 
strategies. 
 
      With the Polish dataset, the developed 
machine learning models have bad performance 
in terms of AUC ratio except BO techniques 
(AdaBoost, XGBoost and CatBoost). The BO 
techniques with the largest dataset used (Polish) 
across under-sampling can have less 
misclassification errors by adding auxiliary 
methods with few samples. The performance of 
the developed models was remarkably bad with 
under-sampling in terms of accuracy compared 
with oversampling. With the under-sampling, the 
dataset used lost large number of samples in the 
majority class, while most credit datasets have 
few numbers of bankrupt institutions. So, the 
large Polish dataset with under-sampling has a 
better recall ratio and same precision ratio. 
 
       With the Australian dataset, the developed 
models showed a bad performance in terms of 
AUC ratio with under-sampling more than with 
oversampling. The presented models only showed 
better performance in terms of accuracy with 
SVM and XGBoost. The SVM has a better 
performance in terms of accuracy with Australian 
dataset, because Australian has a small number of 
features and has continuous and nominal 
attributes. The regularization term of the objective 

function of the tuned XGBoost helped it to 
improve its performance in terms of accuracy. 
The developed models with under-sampling on 
Australian dataset in terms of precision showed a 
slight difference more than with oversampling. 
The developed models showed a bad performance 
in terms of recall with under-sampling on 
Australian dataset except XGBoost and 
AdaBoost. The BA technique outperformed the 
developed models with under-sampling and 
showed a high ability to overcome overfitting 
problem with RF as a base classifier. The 
performance of the CatBoost is below the 
performance of BA with a slight difference of 
0.002%. 
 
       With the German dataset, the developed 
models showed a remarkable low performance in 
terms of accuracy and AUC ratio using the under-
sampling technique more than oversampling. 
Nevertheless, the developed models improved the 
performance in terms of precision and recall ratio 
using under-sampling except AdaBoost. In binary 
classification bankruptcy problem, the under-
sampling did not improve accuracy and AUC, 
which are the two significant performance 
measures. Because the under-sampling strategy 
lost much information from the majority class, so 
the number of samples used for training became 
small. The CatBoost presented the best 
performance on the Polish and German datasets, 
because they have large number of features and 
CatBoost randomly permutes the training 
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samples. So, the CatBoost has various training 
datasets and has a good ability for training. 
 
      After applying the under-sampling technique, 
the SMOTETomek link strategy were applied as 
a combination of oversampling and under-
sampling strategies. Table 6 presents the 
performance measurements of the SMOTETomek 
link strategy across the selected datasets. 

Table 6: The performance measurements of the 

developed techniques across selected datasets after 

applying SMOTETomek link strategy. 

Datasets Technique Performance measures  
Accuracy AUC Precession Recall 

Polish SVM 0.252 0.658 0.97 0.89 
DT 0.767 0.782 0.98 0.72 
BA 0.952 0.936 0.98 0.57 
AdaBoost 0.951 0.920 0.98 0.61 
XGBoost 0.966 0.941 0.98 0.64 
CatBoost 0.969 0.945 0.98 0.66 

Australian SVM 0.862 0.901 0.94       0.90       
DT 0.841  0.912  0.92       0.88       
BA 0.884 0.920 0.91       0.84       

AdaBoost 0.804 0.847 0.83       0.71 
XGBoost 0.876 0.891 0.91       0.84       
CatBoost 0.884 0.919 0.91       0.84  

German SVM 0.76 0.772 0.83       0.58       
DT 0.64 0.733 0.92       0.88 
BA 0.79 0.825  0.85       0.63       
AdaBoost 0.73 0.685  0.81       0.54 
XGBoost 0.805 0.840 0.88       0.73       

CatBoost 0.81 0.844 0.85       0.63       
 
       With the Polish dataset, the SMOTETomek 
link proved an enhancement of the developed 
models in terms of accuracy and AUC more than 
under-sampling. As a performance measurement, 
this work considers the AUC ratio rather than the 
accuracy when comparing the different models, 
because the AUC is more reliable than the 
accuracy in binary classification problems. 
Hence, the presented results are very logical. 
Because the under-sampling may remove some 
useful information from the majority class, which 
results in small training dataset. So, the accuracy 
of the models will be better but the AUC ratio, 
which is more reliable and robust, will be 
minimized. Thus, the SMOTETomek link is 
presented to get rid of the un-reliable results of the 
under-sampling by linking the oversampling with 
under-sampling Tomek link. Most of the 
developed models presented the same 
performance in terms of precision with 
oversampling,  

under-sampling and SMOTETomek link and 
some models had only 0.01% difference. 
However, the developed models presented a low 
recall ratio with SMOTETomek link more than 
under-sampling. The oversampling showed better 
performance of the developed models in terms of 
accuracy and AUC ratio more than 
SMOTETomek link except AdaBoost and 
XGBoost. Only the BO techniques improved the 
performance in terms of recall with 
SMOTETomek link more than oversampling. The 
CatBoost with SMOTETomek link outperformed 
the presented models followed by XGBoost then 
AdaBoost. 
 
       With the Australian dataset, the 
SMOTETomek link improved the developed 
model in terms of accuracy and AUC more than 
under-sampling. The SMOTETomek link 
improved only the performance of the DT and 
XGBoost in terms of accuracy and AUC ratio 
more than oversampling. Nevertheless, the 
SMOTETomek link improved the performance of 
the developed models in terms of precision and 
recall more than oversampling and under-
sampling. The high precision and recall ratio 
present most of correctly labeled results in the 
testing step. The BA technique outperformed the 
developed models with SMOTETomeklink 
followed by CatBoost with a slight difference 
0.001%. 
 
       With the German dataset, the SMOTETomek 
link improved only the developed ensemble 
model in terms of accuracy and AUC more than 
oversampling and under-sampling. Nevertheless, 
the SMOTETomek link minimized the 
performance of the developed models in terms on 
precision and recall ratio more than under-
sampling except AdaBoost. However, the 
SMOTETomek link improved only the developed 
models in terms of precision and recall more than 
oversampling except SVM, AdaBoost and 
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CatBoost. The XGBoost technique outperformed 
the developed models with SMOTETomek link 
followed by CatBoost. 
 
       The overall classification performance of the 
applied techniques across the four applied re-
sampling techniques was illustrated in terms of 
average accuracy and average AUC ratio in 
Error! Reference source not found. and  
 
 
 

Figure 8: Comparison between the presented 

techniques in terms of average accuracy. 

 

Figure 9, respectively. Error! Reference source 

not found. and  
 
 
 

Figure 8: Comparison between the presented 

techniques in terms of average accuracy. 

 

Figure 9 include the classification performance 
across the three datasets used. 
 

 

 

 

Figure 8: Comparison between the presented 

techniques in terms of average accuracy. 

 

Figure 9: Comparison between the presented 

techniques in terms of average AUC ratio. 

      Error! Reference source not found. and  
 
 
 

Figure 8: Comparison between the presented 

techniques in terms of average accuracy. 

 

Figure 9 illustrate that CatBoost technique 
showed the better experimental results than other 
applied techniques across the selected datasets. 
Also, Error! Reference source not found. and  
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Figure 8: Comparison between the presented 

techniques in terms of average accuracy. 

 

Figure 9 illustrate that the overall classification 
performance of the applied techniques is 
influenced by the size of the dataset used. It is 
obvious that the BA and BO techniques have a 
better performance with the large datasets. Also, 
this study noticed that the SVM and DT 
techniques work better with small datasets than 
large datasets. The experimental outcomes in 
Error! Reference source not found. and  
 
 
 

Figure 8: Comparison between the presented 

techniques in terms of average accuracy. 

 

Figure 9 proved that the classification results 
with re-sampling techniques are highly affected. 
It is notice     that applying re-sampling techniques 
enhances the overall classification performance of 
the applied techniques with more reliable results. 
Some previous studies were presented in Table 7 

and Table 8 using some applied techniques 
in this study. All these previous studies do 
not apply any re-sampling technique with 
using imbalanced datasets. Table 7 
compares between thedeveloped model and 
these previous studies [14], [27], [41] and 
[12] in terms of accuracy and AUC with the 
Australian dataset. Table 8 compares 
between the developed model and these 
studies [14], [27], [41] and

[12] in terms of accuracy and AUC with the 
German dataset. 
 

Table 7: Performance evaluation across the 

Australian dataset.                  
 

Table 8: Performance evaluation across the 

German dataset. 

        
         The developed model has an 
enhancement in the performance with the 
used re-sampling strategies on the 
Australian and German datasets more than 
[14].  Moreover, the developed model 
achieved an enhancement by applying 
SVM and DT on both Australian and 
German datasets more than [27]. With the 
German dataset, the developed model 
showed a better performance by XGBoost 
with the used re-sampling strategies except 
with under-sampling more than [27]. The 

CatBoost with the developed model showed a 
better performance with the Australian dataset 
more than [27], however the contradiction 

 

 

Authors Technique Accuracy AUC Feature 
selection 

Xia, et al.  
(2017) [14] 

SVM 76.07  0 .271 √ 
DT 72.65  0 .129 
BA 75.19  0 .223 
AdaBoost 73.61  0 .214 
XGBoost 76.85  0 .297 

Xia, et al.  
(2020) [27] 

SVM 70.67  0.708 √ 
DT 68.92  0.636 
XGBoost 77.02  0.795 
CatBoost 77.63  0.802 

Bentéjac, et 
al. (2020)  
[41] 

XGBoost 79.00 - ꭓ 
CatBoost  77.30 - 

Zhang, et al. 
(2021) [12] 

AdaBoost 75.16 0.765 √ 
XGBoost 74.00 0.763 

Authors Technique Accuracy AUC Feature 
selection 

Xia, et al. 
(2017) [14] 

SVM 85.54    0 .625 √ 
DT 84.51  0 .606 
BA 86.42  0 .630 
AdaBoost 85.64  0 .620 
XGBoost 87.38  0 .647 

Xia, et al.  
(2020) [27] 

SVM 85.78  0.898 √ 
DT 82.14 0.817 
XGBoost 86.82  0.936 
CatBoost 87.07  0.936 

Bentéjac, et 
al. 
(2020)[41] 

XGBoost 86.94 - ꭓ 
CatBoost 87.54 - 

Zhang, et al. 
(2021) [12] 

AdaBoost 81.15 0.898 √ 
XGBoost 84.05 0.933 
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performance was happened with the German 
dataset. XGBoost and CatBoost were applied by 
[41] with the imbalanced dataset. The common 
performance metric between this study and [41] is 
only accuracy. The developed model improved 
the accuracy with the used re-sampling strategies 
more than [41] on the Australian dataset. The 
developed model improved the accuracy with the 
used re-sampling strategies except with under-
sampling on the German dataset. 
 
       In terms of accuracy and recall, Table 9 

presents the comparison between this study and 
[31] with the Polish, Australian and German 
datasets. The developed model by [31] did not 
balance the imbalanced datasets used. 

Table 9: The performance measurement across the 

Polish dataset. 

      With the Polish dataset, the developed model 
improved the accuracy of BA more than [31]. The 
AdaBoost has the same performance in terms of 
accuracy in the developed model with SMOTE 
and SMOTETomek link such as [31].   
With the Australian dataset, the developed model 
showed a better performance with using the SVM, 
DT and BA more than [31].  
 
      With the German dataset, the SVM technique 
with the developed model showed a better 
performance with the oversampling and under-
sampling more than [31]. The DT technique 
showed a better performance with under-
sampling and SMOTETomek link more than [31]. 
The BA technique showed a better performance 
with only under-sampling more than [31]. The 
AdaBoost technique improved only the accuracy 
with oversampling and SMOTE more than [31]. 
 
7. CONCLUSIONS AND FUTURE WORK 

  In this paper, a critical issue for the financial 
market which is the bankruptcy problem was 
discussed. This developed work attempted to find 
powerful classification model to predict the 
bankruptcy problem. The machine learning 
techniques showed powerful performance in 
many studies. So, several machine learning 
techniques were applied in this paper to predict 
the bankruptcy problem. This paper presented 
empirical analysis of some single-based machine 
learning classifiers and ensemble-based machine 
learning classifiers (AdaBoost, BA, XGBoost and 

CatBoost) to predict the bankruptcy problem. The 
presented results were based on three selected 
datasets (Polish, Australian and German 
companies). This developed model made a 
comparison between the applied techniques based 
on the selected datasets in terms of some 
performance measurements. Most of the available 
datasets are highly imbalanced datasets, hence, 
the machine learning classifiers cannot produce a 
reliable result from these imbalanced datasets. 
Due to the imbalanced dataset problem, the 
developed model solved the imbalanced dataset 
problem before applying any machine learning 
technique to ensure more reliable results. This is 
achieved using re-sampling techniques, which 
produce good balanced distribution ratio between 
the classes. This study used the application of four 
re-sampling techniques to balance the selected 
datasets. In most cases, the results showed that 

ensemble classifiers enhance the performance 
than single-based classifier on the selected 
datasets. Furthermore, the single-based classifiers 
showed ineffective performance with small 
datasets such as the Australian and German 
datasets compared to large datasets such as the 
Polish dataset. 

 
      The empirical experimental results showed 
that the best model with the Polish dataset consists 
of handling the missing values, then re-sample the 
training dataset using SMOTE technique 
followed by CatBoost classification technique. 
The CatBoost classifier with SMOTE showed 
high ability in handling categorical datasets to 
overcome the overfitting problem, which is the 
case with polish dataset. Moreover, the empirical 
results showed that the best model with Australian 
dataset consists of handling and filling missing 
values, then re-sample training dataset using 
SMOTETomek link technique followed by BA 
classification technique. Moreover, the empirical 
results showed that the best model with German 
dataset consists of re-sample training dataset 

Authors Dataset Technique Accuracy Recall 
J. 
Uthayakumar1 

, et al. (2020) 
[31] 

Polish SVM 95.18 95.18 
DT 95.18 95.18 
BA 95.16 95.20 
AdaBoost 95.14 95.38 

Australian SVM 84.92 77.96 
DT 83.47 80.44 
BA 84.05 81.67 
AdaBoost 85.65 78.88 

German SVM 73.2 74.65 
DT 72.4 77.31 
BA 74.6 78.3 
AdaBoost 74.59 75.20 
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using oversampling technique followed by 
XGBoost classification technique. The 
experimental results showed that the performance 
of the classification techniques on the datasets 
differs from one re-sampling technique to 
another. The results proved the efficiency of 
oversampling techniques than under-sampling 
techniques with various datasets. This study is 
based on datasets that have been used in several 
studies. It showed that the efficiency of each 
machine learning-based model depends on the 
size and features of the used datasets and the 
applied pre-processing steps. The developed 
system depends on all the features of the used 
datasets, so it will not work well with only some 
of the features. Moreover, it does not perform well 
with small size datasets and without the suggested 
pre-processing steps. Each model shows its 
strength based on the dataset used and the applied 
re-sampling technique. The proposed future work 
attempts to depend on larger datasets to ensure the 
presented results in this paper. 
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