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ABSTRACT 

The article proposes a method of multicriteria optimization (MCO) of costs for an information security system 
(SIS) of an informatization object (OBI). The technique is based on the use of the genetic algorithm 
(hereinafter GA) VEGA (Vector Evaluated Genetic Algorithm). The modified algorithm for solving the 
problem of multicriteria optimization of the parameters of the OBI multi-loop SIS allows substantiating the 
rational characteristics of the DSS components, taking into account the priority cybersecurity metrics of the 
OBI selected by the expert. Unlike the existing classical VEGA algorithm, the modified algorithm 
additionally applies the Pareto principle, as well as a new selection mechanism. 

Keywords: İnformation Protection, Cybersecurity, Protection Circuits, Multi-Criteria Optimization, 
Genetic Algorithm 

 
1. INTRODUCTION  

As soon as scenarios of cyberattacks on objects of 
informatization (OBI) become more complex, the 
organization of the functioning of multi-circuit 
information security systems (ISS) requires 
synchronization of the operations of all components 
that makes up both the entire security system as a 
whole and its individual components at each of the 
defense lines. The solution of such a complex 
problem requires development of new and 
improvement of existing algorithms describing the 
change in the situation with the protection of OBI, as 
the current situation changes. 

2. THE PURPOSE OF THE STUDY 

The purpose of the study is to develop a 
methodology for minimizing the costs of building a 
multi-circuit information security system by 
selecting the optimal parameters of individual 
cybersecurity components.  

Research objectives: 
1. To develop a methodology for multi-criteria 

optimization of costs for OBI DSS based on a 

genetic algorithm. 
2. Adaptation of the multicriteria genetic 

algorithm VEGA to find the optimal values of the 
target functions of the information security system. 
We believe that the target functions of the ISS 
determine the relationship between the probabilistic 
input actions on the individual components of the 
OBI protection and its output parameters. 

3. LITERATURE REVIEW 

The increasing number and complexity of 
successfully implemented cyberattacks on various 
OBIs [1, 2] give rise to the need for qualitatively new 
procedures for forming the composition of ISS and 
cybersecurity (CS) complexes for all protection 
circuits of OBI information arrays. The problem of 
formation of effective contours of information 
security (IS) and CB OBI, which does not lose its 
relevance, has generated a lot of theoretical 
researches devoted to the optimization of the 
composition of the information security system and 
CS [3, 4, 24-28].  

In such tasks, it is necessary to find admissible 
Pareto-optimal solutions for ISS complexes. The 
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solution of such a problem is an integral part of the 
procedure for constructing multi-circuit ISS in the 
face of an increase in the number of attempts at 
destructive impacts on OBI of various scales. And 
the solution of such problems is carried out based on 
not only classical procedures of multicriteria 
optimization (MCO) but also on more universal 
methods. In particular, these methods include 
various variations of the genetic algorithm (GA), 
which has proven its effectiveness in solving a wide 
range of complex problems [5], [6]. 

Note that the efficiency of GAs depends on 
careful tuning and control of their parameters. The 
expediency of using GA is dictated by a situation in 
which, in addition to the traditional MCO task of 
choosing the composition of the information security 
system for OBI, various metrics are also considered 
for evaluating the effectiveness of the use of 
individual components of information protection 
tools along the cybersecurity contours of OBI. And 
besides, it is still necessary to take into account the 
magnitude of the risks, the cost indicators of the 
selected information security tools, based on the 
specifics of specific information assets - databases, 
knowledge bases, mail, website, etc. 

It is shown in [7] that GAs which can be used in 
solving MCO problems are variations of 
evolutionary search methods. So, in [8], for example, 
a model is considered, following which a population 
of SZI elements (individuals) is created. To find the 
best solution, the authors used the target function. 
However, this study did not indicate how the 
proposed solutions are used in practice. 

In [9], [10], GAs were investigated, which can be 
attributed to two groups. Binary coding is discussed 
in detail in [10], [11]. Real coding is considered in 
works [12], [13]. In particular, in [12], it was shown 
that in the first group it is possible to achieve a higher 
efficiency of searching for the extreme value on the 
set of feasible solutions. 

It was shown in [14] that constant mutation of 
objects is used in most GA implementations. In this 
case, the variation of the variables will be more 
flexible. This makes it possible to find initial 
solutions already at fairly early stages of the GA 
operation, without a large number of its runs. 
However, in [12], [13], [14], the GA software 
implementation was not presented. 

It was shown in [15], [16] that variable mutation 
looks preferable from the point of view of searching 
for the global optimum. These works also do not 
contain a description of the software 
implementation. In [17], [18], the features of using a 
modified GA (MGA) in MCO problems are 
analyzed. The difference between the MGA is that 

here, during the operation of the algorithm, not the 
sum of the ESS efficiencies was used as a fitness 
function, but the sum of the ratios of the efficiencies 
to the limiting characteristics of the ESS was used. 
This MGA is nothing more than a disjunction of the 
standard GA and the greedy algorithm. 

The works [19], [20] consider the possibility of 
reducing the number of tunable GA parameters. The 
solutions proposed by the authors, in contrast to the 
standard ones, do not contain the crossing operator. 
The solution was obtained based on statistical 
information about the search space. 

It is shown in [17], [20] that standard and 
modified GAs are quite effective for solving most 
complex optimization problems [21], [22] and are 
promising for further study and improvement. 

All of the above has determined the relevance of 
our research. 

4. MODELS AND METHODS 

To solve the formulated problem, it is proposed 
to use a genetic algorithm.  

The solution is based on the general evolutionary 
algorithm and its components of multicriteria GA. 
The main method was VEGA - Vector Evaluated 
Genetic Algorithm [1], [2]. The research plan in this 
article provides for the expansion of traditional GA. 
This method provides for the expansion of the 
traditional GA, which is implemented by using 
vector estimates of the degree of suitability of 
specimens (individuals), as well as the ability to 
simultaneously evaluate populations for each of the 
criteria separately, for example, for each of the 
components of the information security system, it 
can be - efficiency, scalability, cost, technical 
support. Thus, it is possible to implement the 
simultaneous optimization of all protection contours 
of the object of informatization following the 
specified target functions. At the initial stage of 
MGA operation, there are two parental 
chromosomes. At two randomly selected locations, 
gaps are made between gene positions. In Figure 1, 
the gaps are shown with a dash-and-dot red line. 
Further, there is an exchange of parts between 
chromosomes. As a result, two children are formed. 
One descendant is randomly selected from the 
descendants, which is passed as the result of the 
crossing operator. Next, we turn to the mutation 
operator - a random change in all descendants of the 
population. The purpose of the mutation is to make 
the individuals (specimens) analyzed in the course of 
solving the problem more diverse. In the course of a 
mutation, the scheme of which is shown in Figure 2, 
the genes of each specimen mutate with a certain 
predetermined probability. The mutated genes are 
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shown in Figure 2 as cells with light green shading. 
That is, during the mutation, the value of a bit in a 
cell changed to the opposite. So in the first cell from 
"0" to "1". In the second, from "1" to "0". Next, we 
form a new generation from an array of parents and 

educated descendants. During the formation of the 
new generation, both parents and descendants were 
used, already known [19], [21] values of the fitness 
function, see fig. 3.

0 1 0 1 1 1 0 0

1 1 0 0 1 0 1 1

Parent 1

Parent 2

1 1 0 1 1 1 1 1

0 1 0 0 1 0 0 0

offspring 1

offspring 2

1 1 0 1 1 1 1 1 Child j

 
Figure 1 – Scheme of Two-Point Crossing  

 

0 1 0 1 1 1 0 0

1 1 0 1 1 0 0 0

before mutation

after mutation

 
Figure 2 –  Scheme of Mutation 

 

 

We copy the 
current 
population to the 
intermediate 
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Figure 3 –  Scheme of the Formation of a New Population 

 
The procedure for working with the modified 

algorithm for solving the problem of multicriteria 
optimization of the parameters of a multi-circuit 
information system of an informatization object is as 
follows:  

Step 1. 
We select the domains of definition for all 

variables (OBI cybersecurity metrics), see table 1:

Table 1 – Variables for GA 

Bit number in 
the chromosome 

Cybersecurity metrics for the analyzed object of informatization 

0 The proportion of cybersecurity incidents (KB) on OBI (by type) 

1 The proportion of incidents with design bureaus on OBI with observance of response 
times 

2 The average duration of response time to incidents with KB (by severity level) 

3 Percentage of OBI vulnerabilities that were fixed within a specified time frame 

4 Average time spent on fixing OBI vulnerabilities 

5 Share of risks for OBI information assets (unacceptable level for each asset) 

6 The proportion of risks for CS OBI, for which appropriate measures were taken 

7 Index of compliance with IS standard (s) 

8 Effectiveness of training employees on measures to comply with CS rules 

9 Indicators of the sufficiency of resources (financial, technical, organizational, etc.) to 
perform the tasks of IS and CS OBI 

intermediate 
population 

new population 
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Step 2. 

The solution is based on the general evolutionary 
algorithm and its components of multicriteria GA. 
The main method was VEGA - Vector Evaluted 
Genetic Algorithm [1,2]. 

The input of GA parameters. We set: the size of 
the population; the number of generations (from 100 
to 2000); the mutation type: number of runs. 

Unlike the existing classical VEGA algorithm 
[5], [19], the modified algorithm additionally applies 
the Pareto principle. 

Let's take the following variables: 

tPO  current population; 

mPO  intermediate population; 

poS  population size; 


mPON  the number of copies in the 

comparative set; 

 2,1 IID  distance between instances. 

The selection procedure uses ranking of 
specimens based on Pareto dominance [21]. The 
rank of a specimen, in relation to which none of the 
alternative specimens of the analyzed population has 
superior optimality criteria, is set equal to 1. 

For the rest of the instances, we find the rank as 
follows: 

  ,1
kaNkIrank    (1) 


kaN  the number of specimens of the current 

population, the characteristics of which are better 
than the current one. 

The instantiation mechanism is provided when 
the following condition is met: 

where  IM  is the function to display the 

instance ICSI  ; 

CS  the space of criteria by which the selection 
of instances is carried out. 

The rank of instances for which constraint (2) is 
violated is assigned depending on how these 
constraints are violated. The rank of each of the 
instances for which constraint (2) is violated will be 
greater than the rank of any of the instances for 
which this (2) holds. 

We build the fitness function based on the 
expression: 

   
 

,
1

1
1 






Irank

k
khI   (3) 

where  kh  is the number of instances with rank 

 k . 

The fitness function can be written in another 
way: 

     ,111 IIzIf    (4) 

where  1Iz  the number of instances is calculated 

as follows: 

    



tPOkI

kIIdShIz ,,11   (5) 

where  dSh  the split function is calculated like 

this: 

 













.,0

,,1

poSd

poSd
poS

d

dSh  (6) 

The Pareto principle applies to the best point. At 
this point, the solution, interpreted as the best, if 
there is an improvement in one of the cybersecurity 
metrics, and strictly no worse in the other metric (or 
metrics). 

 
5. ACKNOWLEDGEMENTS 

The GA described above was software 
implemented in the form of separate modules of the 
decision support system (DSS) for the problem of 
multi-criteria optimization of costs for the OBI ISS. 
The programming environment is Visual Studio. 
Below is the description of the DSS module 
“Genetic algorithm for multi-criteria cost 
optimization for OBI SIS. This algorithm and the 
corresponding module are part of the DSS expert 
subsystem. The block diagram of the entire 
algorithm of the expert system is shown in Fig. 4. 

The expert subsystem provides the development 
and assessment of possible alternatives to the 
multicriteria optimization of costs for the OBI SIS 
based on the knowledge that was obtained from 
expert experts. 

The expert subsystem consists of: 
• knowledge bases (KB). KB is intended for 

storing initial and intermediate facts 
accumulated in the course of solving the 
problem of multi-criteria optimization of 
costs for OBI information security; 

• block for solving problems associated with 
the choice of rational multicriteria cost 
optimization for OBI information security. 
This block will ensure the implementation 
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of a sequence of rules execution for solving 
a specific problem of multi-criteria cost 
optimization for OBI ISS; 

• subsystem explanations. This subsystem 
will allow the decision-maker (DM) to 
understand the reason that is proposed by 
the expert DSS module; 

• a module for generating rules. The module 
is used to add new rules to the knowledge 
base and/or modify them; 

• dialogue interface. 
If there is no solution for the initial formulation of 

the problem, then a problem-oriented expert group is 
formed. Further, questions are sent to the experts, 
which will help in the future to form a new decision 
rule. Experts form a decision rule for choosing the 
best alternative and the corresponding DSS 
subsystem.

 

Start

End

Data entry in the process of multi-criteria cost 

optimization for OBI information security

Finding solutions in the knowledge base

Successful?

Knowledge bases for 

similar solutions

A model for finding the 

optimal value of the 

resource allocation 

function based on a 

genetic algorithm.

Finding solutions with the help of experts

No

Rule bases

Database

experts

Database

received decisions

Formation of a group of experts

Asking questions for experts

Formation of the decision rule for the process of 

multi-criteria cost optimization for OBI 

information security Database

received decisions

Solution conclusion

Да

 
 

Figure 4 –  Block Diagram Of The Expert Subsystem Functioning Algorithm For The Designed DSS 



Journal of Theoretical and Applied Information Technology 
15th April 2022. Vol.100. No 7 
© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2002 

 

 
a) general view of the DSS module interface 

 
b) an example of a solution 

Figure 5 –  General View of Module 2 - Genetic Algorithm for Optimizing the Cost of OBI ISS 
 
Figure 5 b) shows an example of solving the problem of finding rational parameters of the ratio of performance indicators of specific 

information security systems for OBI and cost indicators for their acquisition, maintenance, modernization) included in the target 
function, and depending on the list of works to ensure information protection on OBI (in particular, design, development, and deployment 
of an integrated information security system, improving the information security system, etc. 
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Unlike the existing classical VEGA algorithm, the 
modified algorithm additionally applies the Pareto 
principle, as well as a new selection mechanism. A 
code snippet that implements the Pareto principle is 
shown below. 

 

// Check that the found solution is the best / 
if (better [0]> = functional [0] [i] && better [1] <= 
functional [1] [i]) 
{ 
// check the condition that the obtained parameter value is 
better 
// and other things are not worse than they were 
if (better [0]! = functional [0] [i] || better [1]! = functional 
[1] [i]) 
{ 
// Check that this entry has not been encountered before 
better [0] = functional [0] [i]; 
better [1] = functional [1] [i]; 
for (int j = 0; j <numb_of_variables; j ++) 
{better_pos [j] = point [j]; 
// Store the coordinates for the best point 
} 
find_itr = gener; 
// Write down the generation number 
for (int s = 0; s <len; s ++) 
{ 
superM [s] = Popul [i] [s]; 
// Save the genotype for the best point 
 } 
doom = 0; 
} 
} 
delete [] point; 
// Remove the array containing the coordinate values in 
decimal form 
} 
int ** inter_Populat = newint * [Populat_Size]; 
// Create an intermediate population for sampling 
// for subsequent GA operations 
for (inti = 0; i <Populat_Size; i ++) 
{ 
inter_Populat [i] = new int [len]; 
} 

 

The new selection mechanism involves the 
creation of an intermediate population - mPO . This 

intermediate population is formed as follows: 
Stage 1. The first half of the population mPO  is 

formed based on the metric - the proportion of OBI 
vulnerabilities that were eliminated promptly. 

Stage 2. The second half of the intermediate 
population mPO  is formed based on the metric - the 

proportion of risks that are unacceptable to the levels 
for OBI information assets. 

Stage 3. Parts of the intermediate population are 
mixed. 

Step 4. After mixing, an array of numbers is 
formed and mixed. 

Stage 5. For crossing, specimens (individuals) by 
the number from this array will be taken. The 
numbers are chosen randomly. 

 

int ** inter_Populat = newint * [Populat_Size]; 
// Create an intermediate population 
// from which the instances for the GA are then taken 
for (inti = 0; i <Populat_Size; i ++) 
{ 
inter_Populat [i] = new int [len]; 
} 
// Subpopulation for the share of OBI vulnerabilities, 
// which were eliminated in a timely manner 
fitness_filling (Populat_Size, functional [0], 0); 
// Calculate the fitness function 
 Propor_sel (fitness, Populat_Size); 
// Apply proportional selection 
intrazdel = Populat_Size / 2; 
for (inti = 0; i <razdel; i ++) 
{ 
for (int j = 0; j <len; j ++) 
{ 
inter_Populat [i] [j] = Popul [lucky (possible, Populat_Size)] 
[j]; 
} 
} 
// Subpopulation for the proportion of risks that 
// not valid for OBI information assets 
fitness_filling (Populat_Size, functional [1], 1); 
// Calculate the fitness function 
Propor_sel (fitness, Populat_Size); 
// Apply proportional selection 
for (inti = razdel; i <Populat_Size; i ++) 
{ 
for (int j = 0; j <len; j ++) 
{ 
inter_Populat [i] [j] = Popul [lucky (possible, Populat_Size)] 
[j]; 
} 
} 
int * Posit = new int [Populat_Size]; 
for (inti = 0; i <Populat_Size; i ++) 
{ 
Posit [i] = i; 
} 
// Shuffle the intermediate population 
for (inti = 0; i <1000; i ++) 
{ 
int buff = 0; int number1 = 0, number2 = 0; 
number1 = rand ()% Populat_Size; 
do 
{ 
number2 = rand ()% Populat_Size; 
} 
while (number1 == number2); 
buff = Posit [number1]; 
Posit [number1] = Posit [number2]; 
Posit [number2] = buff; 
} 
/ We carry out two-point crossing 
for (inti = 0; i <Populat_Size - 1; i ++) 
{ 
cross_2 (inter_Populat [Posit [rand ()% Populat_Size]], 
inter_Populat [Posit [rand ()% Populat_Size]], Popul [i], 
len); 
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To check the effectiveness of the proposed 
algorithm, computational experiments were carried 
out, in particular, to estimate the time spent by 
various algorithms to find a solution in the course of 
optimizing the costs of the OBI ISS. Based on a 
series of 500 computational experiments, it was 

found that for the final version of the algorithm and 
its software implementation in the DSS, it is enough 
to take 25 chromosomes in the population. 

In the course of computational experiments, it was 
found that the GA is distinguished by a sufficiently 
high performance, see Figure 6. 

 
 

Figure 6 –  Results of Computational Experiments Comparing the Running Time of Algorithms 
 

6. DISCUSSION OF THE RESULTS OF THE 

COMPUTATIONAL EXPERIMENT 

The time spent on solving the problem when using 
GA is about 16–25 times less in comparison with the 
indicators of the branch and bound method. The 
greedy algorithm is inferior to both the GA and the 
branch-and-bound method in terms of adaptability to 
solving a multicriteria optimization problem, taking 
into account the imposed restrictions and the number 
of variables.Certain disadvantages of the study, at 
the current stage of its implementation, include the 
fact that not all possible algorithms for solving the 
problem have been analyzed. 

Currently, work is underway to add new 
algorithms to the list of those available in the DSS. 
A wider choice of DSS options will make it more 
functional for solving the problem under 
consideration. 

And although, like all modifications of the GA, 
the solution we propose does not apply to exact 
methods, nevertheless, in our opinion, it is well 
suited for the selected subject area. Indeed, under 

conditions of dynamic confrontation with the 
attacking side, it is much more important to find a 
solution quickly and with acceptable accuracy than 
to scrupulously search for the exact solution. Our 
studies are in good agreement with the new results 
of other authors [22, 23], who are studying the 
possibility of a genetic algorithm and its 
modifications for solving optimization problems, in 
particular, related to the problem of plant equipment 
placement. 
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8. CONCLUSIONS 

The technique of multicriteria optimization of 
costs for the information protection system of the 
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object of informatization is stated. The technique is 
based on the use of a genetic algorithm. 

A modified algorithm for solving the MCO 
problem of parameters of a multi-circuit information 
protection system of an informatization object is 
proposed, which allows one to substantiate the 
rational characteristics of the information security 
components, taking into account the priority metrics 
of the OBI cybersecurity selected by the expert. 

Unlike the existing classical VEGA algorithm, 
the modified algorithm additionally applies the 
Pareto principle, as well as a new selection 
mechanism. 

The Pareto principle applies to the best point. At 
this point, the solution, interpreted as the best, if 
there is an improvement in one of the cybersecurity 
metrics, and strictly no worse in the other metric (or 
metrics). 

The new selection mechanism, in contrast to the 
traditional one, involves the creation of an 
intermediate population. This intermediate 
population is formed in several stages. At the first 
stage, the first half of the population is formed based 
on the metric - the proportion of OBI vulnerabilities 
that were eliminated on time. At the second stage, 
the second half of the intermediate population is 
formed based on the metric - the proportion of risks 
that are unacceptable for OBI information assets. 
Further, these parts of the intermediate population 
are mixed. After mixing, an array of numbers is 
formed and mixed. At the final stage of selection for 
crossing, specimens (individuals) will be taken by 
the number from this array. The numbers are chosen 
randomly. 
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