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ABSTRACT 

 

In Indonesia, adopting the Internet of Things (IoT) platform, which employs the Message Queuing Telemetry 

Transport (MQTT) protocol as a communication system, is growing. Most IoT systems lack adequate security 

mechanisms, and MQTT is vulnerable to various attack scenarios. Despite these security mechanisms being 

inefficient for low-power devices, MQTT’s standard security is SSL/TLS. DoS attacks, which are a sort of 

MQTT protocol attack, have the potential to damage the entire IoT infrastructure. This attack can cause 

serious effects, such as data transmission interruptions, server inaccessibility, and tool monitoring in real-

time. Based on data from attacks on IoT systems in Indonesian oil services organizations and data from prior 

studies, this research aims to find the most accurate machine learning system. This method assumes that a 

stack of machine learning algorithms can efficiently detect DoS attacks. According to the findings, the 

stacked ensemble approach has a 99.6489 percent accuracy rate in identifying attacks. We present a 

systematic approach for detecting attacks on IoT platforms in this study. This paper’s approach is intended 

to serve as a standard for detecting DoS in MQTT-based IoT systems. 

Keywords: IoT, MQTT, Machine learning, DoS attack, Stacked ensemble 

 

1. INTRODUCTION  

 

Industry 4.0, the IoT, and digitization are all 

about gathering data, making it available, analyzing 

it, and leveraging it to create value by enhancing 

productivity through data availability [1]. The first 

stage, most importantly, is to make the data available 

to the applications that require it. We might install 

these applications on a machine except the one that 

generates the data or even cloud-based. As a result, 

one of the most critical aspects of digitization is 

transferring data from its source to its intended 

purpose [2]. A system of interconnected computing 

devices, animals, objects, mechanical and digital 

machines or people is provided with unique 

identifiers (UIDs), and the ability to transfer data 

over a network without requiring human-to-human 

or human-to-computer interaction is how the Internet 

of Things (IoT) is defined [3]. 

Nowadays, the IoT is transforming into a 

powerful technology that IoT will widely use to 

supplement or perhaps replace many other 

technologies [4]. Some of the most common IoT 

applications are healthcare, intelligent automobiles, 

and smart cities. Smart cities and intelligent 

households can save up to 20% on energy costs, but 

they also have a slew of security vulnerabilities with 

their intelligent equipment [5]. IoT monitoring and 

control are simple to perform using smartphones and 

browsers [6]. Because of that, IoT is quickly 

expanding due to its potential advances in increasing 

comfort and efficiency in everyday life use. 

According to Gartner, installed IoT use will reach 

5.81 billion in 2020 [7]. Aside from that, [8] 

illustrates that by 2022, Indonesia is expected to have 

400 million IoT devices. 

Industry can use IoT technology to digitize 

data by transmitting it from the source to the cloud 

via various communications protocols. Several 

Internet of things (IoT) applications have been 

created and deployed [9]. There are several 

communications protocol alternatives available now 

for IoT devices. HTTP, SMPP, AMQP, CoAP, and 

MQTT are five of the most well-known IoT 

protocols [10]. 



 Journal of Theoretical and Applied Information Technology 

15th April 2022. Vol.100. No 7 

© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2290 

 

Furthermore, several factors should be 

considered when choosing the most effective 

message protocol, including energy efficiency, 

performance, reliability, and resource utilization 

[11]. The MQTT protocol is one of the better 

alternatives for functionality, reliability, and the 

ability to obtain multicast communications [12]. 

MQTT is the most frequently used protocol, yet it 

has the lowest security among the MQTT protocols. 

Based on this analysis, we must enhance the MQTT 

protocol’s security by understanding the types of 

attacks that might occur. According to [13], although 

the MQTT protocol is the most widely used, it has 

the least secure security of the MQTT protocols. 

Based on these findings, we should improve the 

MQTT protocol’s security to survive possible 

attacks. 

 

2. RELATED WORKS 

 

Study [14] designed numerous attack 

scenarios on the MQTT protocol to explore what 

kind of attacks are possible. We can minimize the 

known types of attacks for prevention. Study [15] 

performed multiclass classification to detect attacks 

on the MQTT-IoT protocol. DoS attacks are one of 

the most severe security risks to be considered [16]. 

The study [17] created a lightweight security 

mechanism that handles DoS attacks on the MQTT 

protocol. Study [18] presents various security threats 

and issues at multiple layers of IoT application: 

sensing layer, middleware layer, gateway, and 

application layer, and find open problems that stem 

from the solution itself. Another work suggests an 

IoT surveillance system with sensor nodes and 

actuators exchanging data via a secure MQTT 

protocol[19].  

The efficacy of six machine learning 

algorithms for detecting MQTT-based risks was 

tested in the study[20]. By comparing six machine 

learning algorithms, it was discovered that one-way 

and two-way features are better suitable for 

discriminating between benign and MQTT-based 

attacks for categorization. The study [21] proposed 

a system for detecting MQTT DoS attacks based on 

machine learning. The research technique began 

with defining a DoS attack model, followed by 

developing a framework that included a feature 

extraction engine, a network traffic generator, and a 

machine learning-based DoS attack traffic classifier. 

The study[22] MQTT dataset focusing on the MQTT 

protocol was presented, validated by a hypothetical 

detection system, and compared to a legitimate 

dataset including cyberattacks against the MQTT 

network.  

Based on this information, the security of 

the MQTT protocol must be improved by 

understanding the types of attacks that can occur. 

Then, in [23], various attack scenarios on the MQTT 

protocol were created to determine the types of 

attacks conducted on the protocol. Mitigation can be 

done for prevention based on known types of attacks, 

and [15] performed multiclass classification to 

detect attacks on the MQTT protocol. MQTT is a 

popular protocol for IoT and Industry 4.0 

applications. It’s an interesting fit for many of these 

applications. However, the protocol has some 

limitations that we should recognize, including only 

“fire and forget” applications, quality of service 

feature not adequately described and not used. 

Actual queuing methods may be better suited for 

specific applications. Despite this, the MQTT lacks 

a comprehensive security approach because it has an 

authentication method and no encryption 

capabilities. Apart from that, many IoT systems lack 

sufficient security mechanisms, and MQTT may be 

readily exploited through several attack scenarios, 

one of which is a denial-of-service attack[14]. In 

today’s IoT platforms, MQTT is frequently utilized 

as a message exchange protocol[24]. 

In general, an IoT platform provider with 

an IoT platform as a service business strategy. IoT 

Platform as a Service (Paas) is a cloud-based 

computing paradigm that allows development teams 

to build, test, deploy, manage, update, and expand 

applications more quickly and cost-effectively. In 

this research, an oil services company in Indonesia 

provides an IoT platform to several customers. This 

company’s business model offers a solution to a 

final customer without hosting it on-premises, with 

sophisticated implementations and high overhead. It 

gives middleware and runtime to the user/customer, 

which solely manages data and applications and 

virtualization, storage, network, and servers.   

An IoT communication protocol, MQTT, is 

used to design the platform and communication 

across microservices. MQTT is also used to 

transport data from devices to the IoT platform. 

MQTT was adopted as the protocol of choice since 

it is a lightweight protocol that can connect hundreds 

of IoT devices. Every day, it can handle about 50000 

data packets. An attack was launched against this 

protocol due to its public availability, resulting in 

reduced platform performance and even the 

platform’s inaccessibility. After we performed the 

investigation, we revealed that a DoS attack had 

been carried out, flooding the MQTT broker with 

data. To maintain the platform’s performance and 

the SLA agreed upon with the customer, this 

company requires descriptive analysis to identify 
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and mitigate attacks on the MQTT protocol in real-

time. Earlier studies on identifying MQTT attacks 

have all relied on datasets supplied by libraries, such 

as those generated by [22] or simulations [15]. 

Furthermore, they focus on techniques that can 

accurately identify attacks but do not describe how 

to implement them on existing systems.  

This work has the following major 

contributions: (1) This study focuses on five 

machine learning algorithms for detecting DOS 

attacks on the MQTT protocol utilizing data 

generated by [15] and actual data from an Indonesian 

oil service company’s IoT system; (2) this study will 

propose a design framework for detecting DOS 

attacks on MQTT using the generated model; (3) 

formal analysis of attack classification with the 

dataset from the existing system; and (4) numerous 

simulations are performed to compare attack 

classification with other algorithms and compared to 

the previous study.  

 

3. METHODS AND MATERIALS 

 

Data Mining is a process of finding a 

relationship that means a tendency to examine a set 

of big data is stored in the storage with the technical 

introduction of patterns such as engineering statistics 

and mathematics. Data mining contains multiple 

processes to find hidden information in the study 

[25]. According to various surveys and user polls, 

this study uses CRISP-DM as research methodology 

because it is still the de facto standard for 

constructing data mining and knowledge discovery 

applications [26]. 

 

3.1 Data Understanding 

 
Based on experience and qualified 

assumptions during this phase, hypotheses about 

concealed information about the data mining 

project’s objectives are generated. Its primary goal is 

to become familiar with the data, identify exciting 

subgroups, and gain preliminary insights. Identify 

relevant information from a variety of databases that 

already exist. Several critical points should be 

considered in the data identification and (data) 

segregation procedure. Several key points should be 

considered in the data identification process and 

(data) selection phase. 

This phase aims to discover any issues with 

the data’s quality. The subset in charge of this step 

uses the data to form an initial hypothesis. According 

to this research, information protocol decision-

making is critical in communication on IoT devices 

that don’t have information, examining attacks on 

the MQTT IoT protocol.  

3.1.1. Source of dataset 

The dataset used in this study is from research in [15] 

and an IoT system environment in the Indonesian oil 

company. The first dataset consisted of 45514 attack 

data and 49111 normal data. The second dataset 

from the actual system, as shown in Figure 1. 

 
Figure 1: IoT System Environment 

The acquired dataset contains 75740 attacks and 

66856 normal data from the system’s transactions. 

The DoS attack is used in both datasets. One of the 

most popular attacks on the Internet is the DoS 

attacks [27]. Every second, the broker is saturated 

with many new connections and messages in the 

MQTT protocol. In [15] research, the MQTT-

malaria tool[28] is used to validate MQTT system 

scalability and load testing utilities. 

This study uses the rStudio tools with R language to 

perform exploratory data analysis to understand 

better the distribution of data and the proportion of 

data. The [15] dataset has 94625 observations and 68 

variables, while the IoT platform dataset has 142596 

observations and six variables, according to the 

information available from the two datasets. In all 

datasets, the response variable “Type” is a binary 

category variable that includes DoS and Normal 

values. In addition to the column message, we can 

read it and take a quick look at our data by creating 

a new column called Datetime (convert from 

timestamp column) and converting all strings to 

factors to train the model quickly. 

There are 67 predictor variables in the dataset [15], 

seven predictor variables in the IoT platform’s 

dataset, and a target variable called “Type”. It tracks 

67 and 7 critical parameters across various topics 

(time delta, time epoch, time relative, ip src, MQTT 

msg, etc.). 

 

 

 



 Journal of Theoretical and Applied Information Technology 

15th April 2022. Vol.100. No 7 

© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2292 

 

3.2 Data Preparation 

 
We define the distribution of attack and 

normal data from the dataset. According to the data 

distribution, it is discovered that attacks on the 

MQTT protocol often occur in minutes. Columns 

containing most NA data can be eliminated and not 

included in modeling. Based on the exploration 

results, the columns selected are frames.time_delta, 

frame.time_epoch, type due to the column strongly 

correlates with the attack / normal classification. 

Furthermore, the column will be explored and get the 

results. The correlation between the columns is 

examined to determine whether a column may be 

included in the modeling process. The standard 

deviation is zero since the data in columns 

'mqtt.clientid','mqtt.msg','mqtt.topic', 'type', and 

'datetime' are not numeric. 

To validate the model we’ve built, we need 

to split the dataset into three parts: data train, data 

validation, and data test. Pre-split training (60%), 

validation (20%), and test (20%) datasets were used 

to split the dataset. To build classification models, 

we may directly use these two datasets as our 

training and test sets. We’ll do the latter in this study 

because it will allow us to split the data into training, 

validation, and test sets and provide us greater 

flexibility in selecting the split percentages. In 

addition, missing values were eliminated from the 

column and row before training the model. We 

checked the percent of data between attack and 

normal to see if upsample or downsample required 

in modeling. The dataset [15] comprises 94625 

observations after deleting rows with missing values, 

resulting in a 21 predictor with 51.8 percent positive 

observations and 48.2 percent negative observations, 

and IoT platform’s dataset comprises 142596 

observations after deleting rows with missing values, 

resulting in a seven predictor with 53.115 percent 

positive observations and 46.885 percent negative 

observations 

To train the model, we divide the datasets 

[15] into two datasets, i.e., train dataset, which is a 

dataset that ignores NA data and novar dataset, 

which is the dataset that eliminates train data that has 

no variance. On the other side, the dataset used on 

the IoT platform is all variables(columns). 

 

3.3 Classification Methods 

 
This phase involves creating a data mining 

workflow to find the appropriate parameter settings 

for the chosen algorithm and performing data mining 

operations on previously processed data. We chose 

H2O because it allows us to train with multiple 

algorithms simultaneously, supporting R language. 

The H2O AutoML algorithm relies on quick training 

of H2O machine learning algorithms to construct 

many models in a short amount of time [29]. 

H2O is an open-source, distributed, rapid, 

in-memory, scalable machine learning and 

prediction platform that enables us to quickly 

develop machine learning models based on the 

datasets we use. To access and reference data, 

objects, models, and other stuff in H2O, the 

Distributed Key/Value Store is used across all nodes 

and machines. This method is based on the H2O 

distributed Map/Reduce Framework, which uses the 

Java Fork/Join architecture to be distributed and 

multi-threaded. Data is read parallel and spread 

throughout the cluster before being compressed and 

stored in memory in column format. 

3.3.1. Dataset Splitting 

The dataset must be divided into train data, 

validation data, and test data to validate the 

developed model. The dataset was split using pre-

split training data sharing (60 percent), validation 

(20 percent), and test (20 percent). Validation data is 

required to ensure that the created model is not 

overfitting. When creating the classification model, 

both datasets can be evaluated and tested according 

to the training model. The dataset is split to allow 

greater freedom in determining the split percentage. 

3.3.2. Algorithms Selection 

The selection of machine learning algorithms is 

based on the previous study [15]. The study used 

Random Forest, GBM, and Deep Learning 

algorithms. The algorithm recommended by H2O 

auto ml was tested to find the most accurate 

algorithm in this study, as shown in Table 1. In 

addition, the stacked ensemble will be tested to 

produce better accuracy based on the results of 

research [30] which provides a recommendation to 

combine base-tier into a stacked ensemble algorithm 

to improvise accuracy. 

 
Table 1: Best five results from H2O’s automl 

model_id auc 
logl

oss 

auc

pr 

StackedEnsemble_BestOfFamily_Auto

ML_20210925_191343 

1 0.00

02 

1 

GLM_1_AutoML_20210925_191343 1 0.00
02 

1 

GBM_1_AutoML_20210925_191343 1 0.00

02 

1 

GBM_2_AutoML_20210925_191343 1 0.00

02 

1 

GBM_3_AutoML_20210925_191343 1 0.00

02 

1 
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3.3.3. Generalized Linear Model 

The Logistics Regression model with 

hyperparameters was employed for the first time in 

this study. The random hyperparameters search 

feature on the H2O learning machine is used to get 

hyperparameter values. After obtaining the value of 

the most optimal hyperparameters, these values will 

be used to train machine learning on the three 

datasets indicated in the preceding point. A grid 

search is one method for determining 

hyperparameter combinations. The Mean Cross 

Validation is a metric for evaluating the grid search’s 

performance (CV). The values entered in the 

hyperparameters are combined in a grid search. Here 

are the values for the hyperparameters that were 

used: 

1. Alpha is a set of numbers ranging from 0 to 

1 in 0.001 increments. 

2. Lambda is a set of numbers ranging from 0 

to 1 in 0.000001 increments. 

For the grid search, the following search criteria 

were used: 

1. Strategi = RandomDiscrete 

2. max_runtime_secs = 10*3600, 

3. max_models = 100, 

4. stopping_metric = "AUC",  

5. stopping_tolerance = 0.00001,  

6. stopping_rounds = 5,  

7. seed = 1234 

The generalized linear model (glm) approach will 

train machine learning with these parameters. The 

datasets used are training, and validation datasets 

from the three different datasets obtained. 

3.3.4. Distributed Random Forest 

We developed a distributed random forest model 

using random hyperparameter search and used the 

three datasets for the second model. The parameter 

values for the best Random Forest model and the 

AUC value and ROC curve for the validation dataset 

are shown in the output below. For the best Random 

Forest model, the following hyperparameters are 

used: ntrees = 10000 (early stopping), max depth = 

15, min rows = 10, nbins = 30, nbins cats = 64, mtries 

= 2, sample rate = 1. 

The ROC curve can be used to calculate the trade-

off between the model’s sensitivity (True Positive) 

and specificity (False Positive) (False Positive Rate). 

In the output area of the evaluation section, the 

variable importance is also provided. Factors like 

eth.src, according to the results, have limited 

predictive power. While utilizing the novar dataset, 

other characteristics such as ip.dst and eth.dst were 

more influential in deciding whether an MQTT 

message was classed as an attack.  

3.3.5. Gradient Boosting Model 

The gradient boosting machine with 

hyperparameters is the next model to be evaluated. 

The random hyperparameters search feature on the 

H2O learning machine is used to get hyperparameter 

values. The method used to find hyperparameter 

values is the same as in the prior models. Here are 

the values for the hyperparameters that were used: 

1. learn_rate = seq(0.01, 0.1, 0.01), 

2. learn_rate_annealing = seq(0.1, 1, 0.1), 

3. max_depth = seq(2, 10, 1), 

4. sample_rate = seq(0.5, 1.0, 0.1), 

5. col_sample_rate = seq(0.1, 1.0, 0.1) 
3.3.6. Neural Network 

A random hyperparameter search was also used to 

select the Neural Network model. The Neural 

Network (Deep Learning) model parameter values 

are: epoch = 200, annealing rate 1e-8, rho = 0.999, 

epsilon = 1e-4, dropout = 0.2, activation = (Tanh, 

TanhWithDropout, Rectifier , 

RectifierWithDropout, Maxout, 

MaxoutWithDropout) and will be evaluated using 

the AUC value and ROC curve for dataset 

validation. The method used to find hyperparameter 

values is the same as in the prior models. Here are 

the values for the hyperparameters that were used:  

1. hidden = list(c(5, 5, 5, 5, 5), c(10, 10, 10, 

10), c(50, 50, 50), c(100, 100, 100), c(200, 

200)), 

2. epochs = c(50, 100, 200), 

3. l1 = c(0, 0.00001, 0.0001),  

4. l2 = c(0, 0.00001, 0.0001), 

5. rho = c(0.9, 0.95, 0.99, 0.999), 

6. epsilon = c(1e-10, 1e-8, 1e-6, 1e-4), 

7. momentum_start = c(0, 0.5), 

8. momentum_stable = c(0.99, 0.5, 0) 

3.3.7. Stacked Ensemble 

A stacking ensemble model was also built 

in this study by combining four base models: 

Logistic Regression, Random Forest, Gradient 

Boosting Machine, and Neural Network. We use 

hyperparameters values from the best models 

previously chosen. 
3.4. Evaluation Metrics 

The Confusion Matrix is used as a reference 

in this study to evaluate the algorithm performance 

of Machine Learning (particularly supervised 

learning). The Confusion Matrix depicts the data 

generated by machine learning algorithms’ 

predictions and actual conditions [31]. We can 

determine Accuracy, Precision, and Specificity 

using the Confusion Matrix. Because each metric 

measures efficiency differently, we use a 

combination of metrics in our model to provide a 

more accurate picture. 
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3.4.1. Accuracy 

Accuracy is the percentage of True (positive and 

negative) predictions concerning the total data. We 

can answer the question “What percentage of correct 

messages predict attacks and normal for all 

messages” using accuracy. 

�������� �  
	
� � 
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�
                 	1� 

3.4.2. Precision 

It’s the percentage of true positive predictions to 

overall positive expected results. The question 

“What percentage of the accurate messages in the 

predicted attack of the total messages predicted 

attack?” can be answered using precision. 

���������� �  
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3.4.3. Specificity 

It is the accuracy of predicting negative data 

compared to all negative data. We can answer the 

question “What percentage of correct messages is 

predicted to be normal relative to the overall 

message that is normal?” using specificity. 
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3.4.4. F1 Score 

The F1 Score is a combination of precision and recall 

that is weighted. 

�1 ����� �  2 ∗  
	������ ∗ �����������

	������ �  �����������
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3.4.5. AUC – ROC 

When classifying, AUC metrics perform very well 

[32]. The AUC-ROC curve is a performance metric 

that can identify problems at different threshold 

levels. The ROC is a probability curve, but the AUC 

is a separability measurement. AUC determines the 

model’s ability to discriminate between classes.  

True Positives are preferred in this study, and False 

Positives are carefully avoided because we choose a 

message that is an attack but is not predicted to be an 

attack, besides a message that is not an attack but is 

predicted to be an attack. Thus we tune to achieve 

high accuracy, specificity and precision levels. 

4. RESULT AND DISCUSSION 

 
The data mining findings are compared to 

the underlying business objectives, and the trained 

model is verified against real data sets on the IoT 

platform. A predictive study will conclude an attack 

trend that will occur in the future based on existing 

historical data. Machine learning will collect and 

create variables from the attack data in a single 

simulation. Additionally, the outcomes of this 

machine learning analysis will be improved by 

predictive analytics in the form of recommendations 

for items that may be utilized to predict the future. 

The delta time and most topic variables are 

highly influential in detecting attacks using glm 

models, as shown in Figure 2. In contrast, as shown 

in Figure 3, the model with the novar dataset that 

eliminates the subject variable tends to make the IP 

variable (both destination and source) a variable that 

plays a crucial role in attack detection. As a result, 

the model with the novar dataset has lower accuracy 

and AUC than the model with the alltrain dataset. 

 
Figure 2: Variable importance on alltrain dataset 

 

 
Figure 3: Variable importance on novar dataset 

 
The AUC criterion was used to evaluate all 

classification models in this study. The parameter 

values for the best Logistic Regression model in the 

IoT platform’s dataset with seven predictors and the 

AUC value and ROC curve for the validation dataset 

and variable coefficients Table 3. The 

hyperparameter values for the optimal Logistic 

Regression model are alpha = 0.144 and lambda = 

0.005041, respectively. Furthermore, the validation 

dataset’s AUC score is 0.9272472. 

H2O system determines that the 

columns/predictors’ frame. offset shift’, 

’frame.marked’, ’frame.encap’, ’type’, and 

’frame.omitted’ in the dataset [15] and predictors’ 

time’, ’retain’, from IoT platform’s dataset can be 

ignored from the entire train dataset since they 

include relatively stable values. The AUC value for 

the four base models and the ensemble model from 
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the IoT platform’s dataset is displayed in figure 2. In 

addition, the ensemble model’s coefficients are 

included in the result. According to the AUC values, 

the Ensemble model has the highest prediction 

accuracy with a value of 0.9981467.  

 

 

 

 

 

  
Figure 4: ROC Curve for IoT Platform’s dataset 

The ensemble model md_ens was chosen as 

the best model for prediction after analyzing the 

AUC values of various models. As illustrated in 

figure 2, we can obtain the AUC value and ROC 

curve of the best model for the test dataset. The ROC 

curve performs an excellent job for the best model, 

and this model has a high sensitivity, as shown in 

Table 3. To put it another way, the model is highly 

accurate, with an accuracy of 0.996489 when tested 

across validation and test datasets. 

AUC values for the four basic models and 

the ensemble model using the IoT Platform dataset 

are shown in the ROC graph above. We can observe 

that the stacked ensemble model has the highest 

accuracy based on the AUC value. After analyzing 

the AUC values of various models, the stacked 

ensemble model emerged as the most effective 

model for predicting mqtt attacks. We can retrieve 

the AUC value and ROC curve of the best model for 

the IoT platform test dataset, as shown in Figure 4. 

The ROC curve does an excellent job for the best 

models, with high precision and specificity. 
 

Data is provided in Error! Reference 

source not found. After tests were conducted using 

five machine learning algorithms with two dataset 

sources acquired from research [15]. While Table 3 

shows the datasets obtained from the Indonesian oil 

service company’s system on the IoT platform. In a 

study [15], the ensemble method outperformed the 

linear method on three different data sets; The best-

achieved accuracy for DoS is 0.99377 using the 

random forest model, Boosting Gradient reaches 

0.99373, and SVM reaches 0.99023 when the two 

best and worst models are combined. Because we 

used hyperparameter to tweak the model, we 

improved the accuracy of the Boosting Gradient and 

the random forest model in this study, as shown in 

Table 2. Furthermore, when the random forest was 

the best model in the previous study with an 
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accuracy of 0.99377, we improved by utilizing a 

stacked ensemble as the best model with an accuracy 

of 1.0000.
Table 2 : Results of evaluation metrics 
Model Data Cleansing Precision Specificity Accuracy Previous Work 

Accuracy 
F-Beta 
Score 

GLM Include all data 0.998868 0.999862 0.995709  0.995454 

GLM Remove Novariance  0.997742 0.999963 0.9967196  0.988904 
Random Forest Include all data 1.000000 1.000000 0.999985 0.99377 0.999985 

Random Forest Remove Novariance  0.999907 0.999927 0.9995947  0.997152 

GBM Include all data 1.000000 1.000000 0.999985 0.99373 0.999985 
GBM Remove Novariance  1.000000 1.000000 0.9996516  0.996143 

Deeplearning Include all data 1.000000 1.000000 0.999343 0.960836 0.999304 

Deeplearning Remove Novariance  1.000000 1.000000 0.9965427  0.990002 
Stacked Ensemble Include all data 1.000000 1.000000 1.000000  1.000000 

Stacked Ensemble Remove Novariance 1.000000 1.000000 0.9996565  0.997011 

 
Table 3: Dataset from the IoT Platform 

Model Data Cleansing Precision Specificity Accuracy F-Beta 

Score 

GLM Include all data 0.994624 0.999715 0.855473 0.820984 
Random Forest Include all data 1.000000 1.000000 0.996424 0.996271 

GBM Include all data 1.000000 1.000000 0.995999 0.995705 

Deeplearning Include all data 1.000000 1.000000 0.991695 0.991104 
Stacked 

Ensemble 

Include all data 1.000000 1.000000 0.996489 0.996271 

Ensemble technique is the machine 

learning algorithm with the best accuracy in this 

study, improving accuracy from previous studies 

[15]. There are also advances in accuracy on several 

machine learning. Meanwhile, the stacked ensemble 

is the machine learning algorithm with the best 

accuracy for the dataset generated by the IoT 

platform.  The data collected from the system used 

by the Indonesian oil service company daily is 

combined with data on attacks on the same system in 

the dataset obtained from the IoT platform.  

Comparing the various datasets and the 

differences in the preprocessing data indicate high 

accuracy and F1 scores for the dataset that 

incorporates all data due to a large number of entries 

in the dataset. Finally, the results achieved for the 

discussed machine learning techniques are evaluated 

based on the accuracy and F1 scores, demonstrating 

how the model may be used for detection systems on 

existing systems. 

In total, five approaches were tested and 

evaluated: Logistic Regression, Random Forest, 

Gradient Boosting Machine, Neural Network, and 

Stacking Ensemble Model. On the other side, 

mqtt.topic, eth.dst, mqtt.msg, ip.dst, and eth.src are 

more critical in determining if a message is an attack 

or a normal communication. Models that used the 

Stacked Ensemble method and the Gradient 

Boosting Machine were also more precise than 

others. Stacked ensembles produce good results 

because they can combine the capabilities of several 

high-performing models to construct predictions that 

outperform any single model in the ensemble on a 

classification or regression objective. Overall, all 

tested models were entirely accurate when making 

predictions about classified communication. 

These results validate the stacked 

ensemble’s accuracy, precision, and specificity on 

the IoT platform dataset. We improved the [15] 

dataset using hyperparameters on the H2O engine 

and all available data instead of limiting the dataset, 

which yielded better results.  

The model must be implemented on the IoT 

system platform to detect mqtt attacks. Two mqtt 

brokers with distinct functions can be used to 

implement the Framework. The first broker receives 

all communications without filtering them, whereas 

the second is for IoT platform systems. A scalable 

service between the two brokers will receive and 

filter messages from the mirroring broker. The 

service will classify incoming messages based on the 

findings of machine learning models. The service 

will store the clientid in a database if the incoming 

message is classified as an attack. Still, it will 

transfer to the  IoT platform’s broker if the incoming 

message is classified as a normal message. When 

messages classed as attacks are received, the 

database will be updated. As shown in Figure 5, the 

mirrored broker uses the database to filter the 

clientid of each incoming message. 

 



 Journal of Theoretical and Applied Information Technology 

15th April 2022. Vol.100. No 7 

© 2022 Little Lion Scientific  

 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
2297 

 

 

 
Figure 5: Proposed Framework 

 

The proposed solution is tested by 

deploying it on an IoT platform. The model utilized 

is an H2O-based stacked ensemble model. 

 

 
Figure 6: H2O-based stacked ensemble model 

performance 

As seen in Figure 6, the stacked ensemble 

model’s API performance is lower. In an average of 

2.46 seconds, the model can respond to the type of 

data classification (attack or normal) in the input 

data, with the fastest time being 1.53 seconds. When 

transferring more data on the IoT platform, this 

performance will result in long lines. The queue will 

slow down the model’s performance, as seen by the 

model’s longest response time of 9.64 seconds. 

However, with different results, the 

model’s resilience is shown in Figure 7, that the 

model can process data in the amount of 34806 for 

four days. Compared with the incoming data, which 

is 35502, the amount of data used is not as much as 

696, while the data serving is 98.04%. This result 

shows that the implemented model can meet the 

reliability aspect 

 
 

5. CONCLUSION 

 

Systems of IoT have advanced in recent 

times and are forecasted to increase significantly in 

the future. Network technologies are more 

heterogeneous than traditional networks due to the 

specific characteristics of these devices, posing new 

cybersecurity issues. We present a methodology for 

identifying and preventing DoS attacks in IoT 

systems, considering that attack detection is a critical 

security barrier that can swiftly discover network 

attacks and security vulnerabilities. 

We leverage datasets from previous 

studies, simulations, and real-world IoT systems. In 

this circumstance, frames that the proposed 

Framework can categorize as attacks or regular 

messages can be classified using machine learning 

algorithms. Because binary classification uses a 

model that predicts the Bernoulli probability 

distribution for each occurrence, we used binary and 

multiclass approaches for this classification 

problem.  

These five classification methods are 

highly effective and can be used in real-world 

applications. The ensemble technique produced the 

best results, and the random forest model had better 

outcomes in general but not as well as the ensemble 

method. Using the proposed Framework, these 

models can avoid DoS attacks on IoT systems.  

The proposed Framework’s resiliency can 

be used for near-realtime attack detection. The 

transformation of incoming data into the H2O data 

frame will take a few seconds in real-time attack 

detection. 

The model developed in this study can be 

utilized as a guide by organizations working in the 

IoT industry to increase security on the system/mqtt 

platform’s broker. Companies or organizations 

should focus on time-based variables in the future to 

detect DoS attacks on the MQTT protocol. This 

research shows that time-based factors are vital in 

identifying MQTT protocol attacks. Furthermore, 

compared to earlier studies, the usage of 

hyperparameters in determining the most optimum 

Figure 7: The total amount of data that has been 

successfully processed. 
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variable values has been shown to produce improved 

accuracy, specificity, and precision results [15]. This 

study shows that adding numerous base learners 

does not necessarily improve accuracy in the stacked 

ensemble model. 

The performance of the deployment model 

constructed utilizing the H2O platform is not 

particularly good at managing real-time data, as can 

be observed from the performance of the deployment 

model. In the future study, a model is highly 

recommended to be deployed on the H2O platform 

utilizing MOJO (Model Object, Optimized). MOJO 

enables the model to detect MQTT protocol attacks 

in real-time. 
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