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ABSTRACT 
 

Recommendation system is one of the modern applications to solve information overload problem in a way 
to provide recommendations of interest to users. Websites such as Amazon, Netflix, Facebook, YouTube, 
and others apply recommendation system in recommending their products.  This also includes recommending 
news to the readers.  However, the systems suffer from some challenges such as high dimensional data, data 
sparsity, and cold start. To address these problems, deep learning techniques have recently been integrated 
with recommendation systems and achieve good performance. Autoencoder is one of the most widely used 
deep learning techniques in recommender systems, especially used for feature extraction, data dimensionality 
reduction, fast convergence, unsupervised learning, and data reconstruction. In this paper, a performance 
comparison between three different models of autoencoder is presented which applying in the 
recommendation systems to further improve the quality of recommendations provided to users. The models 
are Hybrid Collaborative Recommendation via Semi-AutoEncoder (HRSA), Recommendation via Dual-
Autoencoder (ReDa), and Hybrid Collaborative Recommendation method via Dual-Autoencoder (HCRDa). 
These models work by retrieving the potential latent factors from the sparse rating matrix and predict the 
missing ratings.  The performance is compared based on reconstruction loss that applies to the MovieLens 
100K dataset with three different sets of training data: 70%, 80%, and 90%. As a result, it was found that the 
HCRDa is outperformed the other models in terms of reconstruction loss based on the RMSE evaluation 
metric and the use of side information in the model. Thus, it is the most effective technique in terms of 
enhancing the quality of user recommendations. 
Keywords: Autoencoder, Deep learning, Dual-autoencoder, Recommendation systems, Semi-Autoencoder. 
 
1. INTRODUCTION  
 

In recent years, with the amount of 
information over the Internet increasing 
exponentially and rapidly every day, getting relevant 
information has become a difficult task for the user 
[1]. Therefore, the recommendation system solves 
this problem by making suggestions for items that 
will be useful to the user. Recommendation systems 
are software tools and methods created to help users 
find items or services that may interest them and best 
suit their preferences [2][3]. 

 
Recommendation systems can be classified 

into three methods: content-based filtering (CB), 
collaborative filtering (CF) [4], and hybrid filtering 
[5], [6]. CB filtering is based on the features or 
contents of the items and users' preferences, CF is 

mainly based on the assumption that similar users 
have the same tastes and interests, and hybrid 
filtering is a technique that combines content-based 
filtering and collaborative filtering to improve 
performance and overcome the limitations of the 
previous two approaches [7], [8]. One of the most 
widely used techniques is collaborative filtering; it is 
based on analyzing users' past behavior in order to 
recommend an item to a user based on similarity 
with other users [9], and it can be grouped into two 
main categories: memory-based approach (user-
based, Item-based) and model-based approach [10]. 
To make recommendations, the memory-based 
approaches utilize the whole rating dataset to 
measure similarities between users or items. On the 
other hand, Model-based approaches use rating data 
or some information from a dataset to learn a 
recommendation model applied by data mining or 
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machine learning techniques [11], in this paper, a 
model-based approach is thoroughly investigated. 

 
The most widely used algorithms in the 

traditional model-based approaches are matrix 
factorization algorithm, which factorizes the user-
item matrix into two low dimensional matrices: the 
user's feature matrix and the item's feature matrix for 
personalized recommendation, it is one of the most 
accurate methods used to reduce the high-level 
sparsity problem in the recommendation system 
dataset [9]. 

 
In the last decade, deep learning has 

attracted a lot of attention due to the increased power 
of computations and processing of large data sets 
required for training, and its algorithm design is 
inspired by the function of the human brain [12]. 
Moreover, it has recently been used in computer 
vision and natural language processing fields with 
tremendous success [13], and therefore they have 
been employed in recommendation systems to 
overcome some of the challenges that these systems 
suffer and improve the accuracy and quality of 
recommendations [14], e.g., Collaborative Filtering 
Neural network (CFN) [15],  deep collaborative 
filtering (DCF) [16], hybrid collaborative filtering 
model based on Semi-AutoEncoder (HRSA) [17], 
Hybrid Collaborative Recommendation method via 
Dual-Autoencoder (HCRDa) [18] and so on. 

 
In this section, autoencoder networks are 

examined from deep learning perspective. 
AutoEncoder is a type of unsupervised learning 
neural network, which is a feed-forward neural 
network, consisting of three different types of layers: 
input layer, hidden layer, and output layer [19]. The 
first layer is responsible for receiving input data, the 
middle layers are responsible for performing 
complex calculations on the input data, and the last 
layer is responsible for predicting the output. The 
dimension of the input layer is equal to the 
dimension of the output layer, although the 
dimensions of the hidden layer are usually less than 
them. In which the network receives a vector as input 
and attempts to reconstruct the input layer at the 
output layer by using the representation obtained in 
the hidden layer to match the output to the same 
vector. The network uses two mappings during the 
learning process, which are referred to as encoder 
and decoder, While the encoder maps data from the 
high-dimensional input layer to the low-dimensional 
hidden layer, the decoder maps the encoded data 
from the low-dimensional hidden layer to the output 
layer to reconstructs the original high-dimensional 

data [14], [17]. Figure 1 shows a representation of an 
Autoencoder. 
 

 
Figure 1: An autoencoder structure. 

There are similarities between 
Autoencoder(AE) and principal component analysis 
(PCA), both of which are dimension reduction and 
feature extraction tools [20], [21]. The difference is 
that the PCA can only map a high dimensional space 
to a low dimensional coding space in a linear 
mapping while AE can provide a non-linear mapping 
from the input layer to the output layer which helps 
to learn more useful features from PCA [20]. An 
Autoencoder with only the "code" layer and linear 
activations should be able to learn PCA 
transformation in the encoder [22]. 

 
Autoencoder has been widely used in 

recommendations systems, due to its high efficiency 
in data reconstruction, data dimensionality 
reduction, and feature extraction. It helps to learn 
useful features through effective learning of the non-
linear relationship present in matrix rating that 
includes user rating of items and their encoding into 
data representations [23]. In this paper, three types 
of Autoencoders will be compared based on the 
recommendations systems namely : Hybrid 
Collaborative Recommendation via Semi-
AutoEncoder (HRSA), Recommendation via Dual-
Autoencoder (ReDa), and Hybrid Collaborative 
Recommendation method via Dual-Autoencoder 
(HCRDa) to identify The best method to improve the 
quality of recommendations to users. 

The rest of the article is organized as 
follows: In Section 2, the architecture of the three 
types of the Autoencoder is described and Section 3, 
describes the experiments conducted and also the 
results obtained in the comparison study. Section 4 a 
conclusion of the whole study is presented. 
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2. ARCHITECTURE OF THE THREE 
TYPES OF AUTOENCODER BASED ON 
RECOMMENDATION SYSTEMS 

 
In this section, the architecture of three 

types of autoencoders used in the recommendation 
systems is presented. 

 
2.1 Hybrid Collaborative Recommendation Via 
Semi-autoencoder (HRSA) 
 
2.1.1 Semi-autoencoder structure 

In [17], a new framework was proposed, 
called Semi-AutoEncoder, which is based on 
AutoEncoder, which is employed in the 
collaborative filtering model to predict ratings and 
make top-n recommendations. It uses content 
information to aid in the flexible learning of feature 
representations or reconstructions. 

 
AutoEncoder is a feed-forward and 

unsupervised learning neural network. Generally, it 
contains three layers: input, hidden, and output. The 
dimensions of the input and output layer are the 
same, but the dimensions of the hidden layer are less 
than them. However, it is not necessary that the 
dimensions of the input and output layer be the same, 
as in the first case, the size of the input layer 
dimensions is longer than the size of the output layer 
dimensions as described in Figure 2 or the second 
case, and the size of the output layer dimensions is 
longer than the size of the input layer dimensions as 
described in Figure 3. In the first case, it makes it 
simple to include more information in the input 
layer, and by sampling various subsets of the inputs; 
this approach can easily capture different 
representations and reconstruction. In the second 
case, allows it to create new items from the middle 
layer. The first case is referred to as a Semi-
AutoEncoder by [17]. 

 

 
Figure 2: case1. 

Source: Adapted from [17] 
 

 
Figure 3: case2. 

Source: Adapted from [17] 

The Semi-AutoEncoder mainly consists of 
three layers: the input layer, the hidden layer, and the 
output layer, each with dimensions as shown in 
Figure2:𝑥 ∈ 𝑅ௌ , ℎ ∈ 𝑅ு , �́� ∈ 𝑅஽  , respectively, 
where H < D < S. During the training of the Semi-
AutoEncoder, the output �́� must be matched to a 
subset of the input to calculate the loss function, thus 
extracting a subset of the input 𝑥 with the same 
output �́� dimensions and denotes it as sub (x). 
Network encoding and decoding map and loss 
function as shown in Eq. (1), Eq. (2),  and Eq. (3): 

 
ℎ =  𝑔(𝑊𝑥 +  𝑏)   (1) 
 
Where 𝑔 is a nonlinear activation function, 

𝑊 ∈ 𝑅ு×ௌ is a weight matrix,𝑏 ∈ 𝑅ு is a bias. After 
that, a decoding mapping is used to map the latent 
representation ℎ back to a reconstruction �́�: 

 
�́�  =  𝑓(𝑊ሖ ℎ +  𝑏ሖ )   (2) 
 
Where 𝑓 is a nonlinear activation function, 

𝑊ሖ ∈ 𝑅஽×ு is a weight matrix,𝑏ሖ ∈ 𝑅஽ is a bias. The 
reconstruction error is minimized to optimize the 
parameters of a Semi-AutoEncoder, as follows: 

 
ℒ(𝑥, �́�) = ‖𝑠𝑢𝑏(𝑥)– �́�‖ଶ                        (3)  

 
2.1.2 Semi-autoencoder for collaborative 

filtering 
In [11], the Semi-AutoEncoder has been 

used to improve the performance of 
recommendations systems in the two tasks of rating 
predictions and providing top-n recommendations. 
By using the benefit of Semi-AutoEncoder 
capabilities to easily integrate user-profiles and item 
information into collaborative filtering. The method 
in the first task, which is rating the predictions, is 
compared with other methods of the same type. 
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Figure 4 shows the structure of the Semi-
AutoEncoder model used to predict ratings. Where 
𝑐௜ ∈ 𝑅௄ (𝑖 = 1, … . , 𝑁) to denote the feature of item 
𝑖. For each item 𝑖, there is an observed partial 𝑟௜  
vector and a 𝑐௜ feature vector. These two vectors are 
combined and referred to as a 𝑐𝑎𝑡(𝑟௜ ; 𝑐௜) ∈
𝑅ெା௄ (𝑖 = 1, … . , 𝑁). All features of N items are 
represented by a capital letter using 𝐶ூ ∈  𝑅ே×௄ and 
the concatenate vectors are represented using 
𝑐𝑎𝑡(𝑟ூ;  𝐶ூ) ∈  𝑅ே×(ெା௄). Next, the concatenated 
vector is used as the input, giving the hidden 
representation ℎ through an encoding mapping as 
shown in Eq. (4). 

 
ℎ(𝑟ூ;  𝐶ூ) = 𝑔(𝑐𝑎𝑡(𝑟ூ;  𝐶ூ). 𝑊 + 𝑏)   (4) 
 
Where 𝑊 ∈ 𝑅(ெା௄)×ு is the weight matrix, 

𝑏 ∈ 𝑅ு  is a bias vector. After that, a decoding 
mapping is used to map the latent representation ℎ 
back to a reconstruction �́� as shown in Eq. (5): 

 
�́�ூ = 𝑓(ℎ(𝑟ூ;  𝐶ூ). 𝑊 +ሖ 𝑏ሖ  (5) 

 
Where 𝑊 ∈ 𝑅ு×ெሖ  is the weight matrix, 𝑏ሖ ∈

𝑅ெ  is a bias vector. The goal is to reduce the 
reconstruction error by comparing the output �́�ூwith 
the subset of the input, where (𝑥) = 𝑟௜ , through the 
objective function as follows: 

 

 
ௐ,ௐ,௕,௕ሖ ,௥ೠഢ∈ఆሖ
௔௥௚ ௠௜௡

  
ଵ

ே
 ∑ ฮ𝑟௜– �́�௜ฮ ଶ

ଶ
+

ం

ଶ

ே
௜ୀଵ (‖𝑤‖ ଶ

ଶ
+

‖�́�‖ ଶ
ଶ
) (6) 

 

 
Figure 4: The graphic model of HRSA: Rating prediction. 

Source: Adapted from [17] 

 
2.2 Recommendation Via Dual-Autoencoder 

(ReDa) 
In [24] model it is mainly based on a 

technique used in traditional recommendation 
systems, which are matrix factorization technique, 
and which decomposes the rating matrix into two 
low-dimensional matrices, a user-specific matrix, 
and an item-specific matrix, and then makes further 

predictions using the factorized matrices. Due to the 
tremendous success provided by deep learning in 
multiple domains such as image and video 
processing, deep learning methods have been used to 
get a better representation of the latent factors of 
users and items for recommendations. 
 

In [24] technique depends on pair of 
Autoencoders synchronously called the Dual-
Autoencoder, one Autoencoder learns new hidden 
representations of the user and the other learns new 
hidden representations of the item, The learned 
representations of users and items are used to reduce 
the differences in training data. In Figure 5 the 
structure of Dual-Autoencoder is shown. Where 𝑅 ∈
ℝ௠×௡ to denote rating matrix or check-in matrix, 
where m and n  are the numbers of users and items, 
respectively, 𝑅ଵ = 𝑅, 𝑅ଶ = 𝑅் , T denotes the 
transposition of a matrix 𝜉ଵ ∈ ℝ௞×௡ is the item's 
latent representation, 𝜉ଶ ∈ ℝ௞×௠ is the user's latent 
representation, 𝑊ଵ ∈ ℝ௞×௠, 𝑏ଵ ∈ ℝ௡×ଵ are weight 
matrix and bias vector of encoding for learning the 
latent representations of items, respectively, 𝑊ሖ

ଵ ∈

ℝ௠×௞ , 𝑏ଵ
ሖ ∈ ℝ௡×ଵ are weight matrix and bias vector 

of decoding for learning the latent representations of 
items, respectively. 𝑊ଶ ∈ ℝ௞×௡ , 𝑏ଶ ∈ ℝ௠×ଵ are 
weight matrix and bias vector of encoding for 
learning the latent representations of users, 
respectively, 𝑊ሖ

ଶ ∈ ℝ௡×௞, 𝑏ଶ
ሖ ∈ ℝ௠×ଵ are weight 

matrix and bias vector of decoding for learning the 
latent representations of users, respectively. 
 

 
Figure 5: ReDa structure (R is a rating matrix, 𝑅ଵ =

𝑅, 𝑅ଶ = 𝑅்). 
Source: Adapted from [24] 

The main aim behind matrix factorization-
based recommendation algorithms is to obtain 
excellent latent factors between items and users. In 
[24], the Autoencoders technique is used to learn the 
latent factors of user and item synchronously and to 
obtain better latent representations. To learn the 
latent factors of the user by the Autoencoder, each 
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user in the rating matrix can be considered as an 
input instance, and the items can be considered as the 
features which correspond to it. On the other hand, 
to learn the latent factors of the item by the 
Autoencoder, each item in the rating matrix can be 
considered as an input instance, and the users can be 
considered as the features which correspond to it. 

 
The encoding and decoding operations to 

learn latent representations of items are as follows: 
 

𝜉ଵ = 𝑓(𝑊ଵ𝑅ଵ + 𝑒ଵ𝑏ଵ
்) (7) 

 

𝑅෠ଵ = 𝑓(𝑊ሖ
ଵ𝜉ଵ + �́�ଵ𝑏ሖଵ

்
) (8) 

 
Where 𝑒ଵ ∈ 𝑅௞×ଵ and �́�ଵ ∈ 𝑅௠×ଵ are two 

constant vectors, each with one entry, 𝑓 denotes the 
nonlinear activation function (the sigmoid function). 

The following is the objective function for 
learning the latent representations of items: 
 

𝒥௕ = ฮ𝐼ଵ𝜊(𝑅ଵ − 𝑅෠ଵฮ
ଶ
 (9) 

 
Where 𝐼ଵୀ𝐼, 𝐼 ∈ 𝑅௠×௡ is the indicator 

matrix, if the user rates the item 𝑅௜௝  ≠  0, 𝐼௜௝  =  1 
otherwise then 𝐼௜௝  =  0, ∘ is the element-wise 
product of vectors or matrices. Similarly, the 
encoding and decoding operations to learn latent 
representations of users are as follows: 

 
𝜉ଶ = 𝑓(𝑊ଶ𝑅ଶ + 𝑒ଶ𝑏ଶ

்)         (10) 
 

𝑅෠ଶ = 𝑓(𝑊ሖ
ଶ𝜉ଶ + �́�ଶ𝑏ሖ ଶ

்
)         (11) 

 
Where 𝑒ଶ ∈ 𝑅௞×ଵ and �́�ଶ ∈ 𝑅௡×ଵ are two 

constant vectors, each with one entry, 𝑓 denotes the 
non-linear activation function (the sigmoid 
function). 

 
The following is the objective function for 

learning the latent representations of users: 
 

 𝒥௔ = ฮ𝐼ଶ𝜊(𝑅ଶ − 𝑅෠ଶฮ
ଶ
         (12) 

 
Where 𝐼ଶୀ𝐼்  is the transposition matrices 

of 𝐼. 
 
To reduce deviations of training data, latent 

representations of users and items learned from 
Autoencoders are combined into a single matrix and 
subtracted from the rating matrix as in the following 
formula: 
 

𝒥௖ = ฮ𝐼𝜊(𝑅 − 𝜉ଶ
்𝜉ଵฮ

ଶ
         (13) 

Lastly, the framework's whole optimization 
problem is: 

 

𝒥 = 𝒥௖ + 𝛼. 𝒥௕ + 𝛽. 𝒥௔ + 𝛾. ቀ‖𝑊ଵ‖ଶ +

‖𝑏ଵ‖ଶ + ฮ𝑊ሖ
ଵฮ

ଶ
+ ฮ𝑏ሖଵฮ

ଶ
ቁ +  ‖𝑊ଵ‖ଶ +

‖𝑏ଵ‖ଶ + ฮ𝑊ሖ
ଵฮ

ଶ
+ ฮ𝑏ሖଵฮ

ଶ
                 (14) 

 
Where 𝛼, 𝛽, 𝛾 are trade-off parameters, and 

the fourth point is framework parameter 
regularization. To obtain the optimal solution, 
gradient descent methods were used. To see the 
mathematical derivation method for the equation 
optimization problem, see [24]. 
 
2.3 Hybrid Collaborative Recommendation 

method via Dual-Autoencoder (HCRDa) 
In the above two approaches, they suffer 

from some problems that may affect their 
performance in the recommendation systems, 
namely: the output of the Autoencoder was used to 
directly predict the missing values in the 
recommender systems. Furthermore, an 
Autoencoder's parameters must be pre-trained ahead 
of time, significantly increasing the time complexity 
[18]. In HCRDa, more problems will be addressed. 

 
In [18], the approaches of Dual-

Autoencoder, Semi-Autoencoder, and Matrix 
Factorization are combined into a novel technique 
called Hybrid Collaborative Recommendation 
method via Dual-Autoencoder (HCRDa). The Dual-
Autoencoder was used to simultaneously learn user 
and item feature representations, with the Semi-
Autoencoder, additional information for users and 
items is combined to make hybrid recommendations, 
and by integrating matrix factorization into the 
Autoencoder's training process, the quality of hidden 
features for items and users is enhanced even more. 
As shown in Figure 6. 
 

 
Figure 6: integrating matrix factorization into the 

Autoencoder's training process. 
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In this section, the methodology of this 
approach is further discussed. Figure 7 illustrates the 
structure of [18] proposed approach. Where  𝑅 ∈
𝑅௡×௠ is the rating matrix, 𝑛 is the number of items 
and 𝑚 is the number of users, 𝑟௨௜ denotes that user 
u ∈  {1 . . . m}  gave the item i ∈  {1 . . . n} a rating, 
the rating matrix's row is denoted by 𝑟௜  , the rating 
matrix's column is denoted by 𝑟௨ , user 𝑢's attribute 
features and item 𝑖's attribute features are 
represented by 𝑎௨, 𝑎௜, respectively. The latent 
representation of users or items is referred to as 𝜉. 

 

 
Figure 7: structure of HCRDa. 

Source: Adapted from [18] 

The input of the Autoencoder to learn the 
representation of the hidden feature of the item 𝑖 is 
the additional information vector of the item 𝑎௜ and 
the rating vector 𝑟௜  that are combined. The 
concatenation of 𝑟௜  and 𝑎௜ are denoted by 
𝐼𝑛(𝑟௜ , 𝑎௜) ∈ 𝑅(௠ା௬೔), where 𝑦௜ denotes the item's 
number of attributes, and the concatenation of 𝑟ூ  and 
𝐴ூ are denoted by 𝐼𝑛(𝑟ூ , 𝐴ூ) ∈ 𝑅௡×(௠ା௬೔), where 𝑟ூ  
denotes the partial observed vectors for all of the 
items, and 𝐴ூ denotes the additional features of all 
items. To learn the hidden representations of the item 
𝜉௜, the 𝐼𝑛(𝑟ூ , 𝐴ூ)  is input into the Semi-
Autoencoder. Eq. (15) and Eq. (16) represent the 
item's encoding and decoding mappings 
respectively.  

 
𝜉௜ = 𝑓(𝐼𝑛(𝑟ூ , 𝐴ூ)𝑊 + 𝑏)     (15) 
 
�́�ூ = 𝑔(𝑊ሖ 𝜉௜ + 𝑏)ሖ           (16) 
 
Where 𝜉௜ is an encoding map to learn the 

latent representations of the item 𝑖, 𝑊 ∈ 𝑅(௠ା௬೔)×௛ 
and 𝑊ሖ ∈ 𝑅௛×௠ are the weight matrices, 𝑏 ∈ 𝑅௛ and 
𝑏ሖ ∈ 𝑅௠ are bias vectors, the hidden layer's 
dimensions are denoted by ℎ, and nonlinear 
functions 𝑓 is sigmoid function and nonlinear 
functions 𝑔  is the identity function. The purpose of 

the Semi-Autoencoder is to approximate the partial 
input, which is the rating data, into the output. As a 
result of a Semi-Autoencoder that handles the item 
reconstruction loss, the objective function is 𝑓௜ in Eq. 
(17). 

 
𝑓௜ = ௠௜௡

ௐ,ௐሖ ,௕,௕ሖ ,௥ೠ೔∈ಈ = ‖𝑟ூ − �́�ூ‖ଶ     (17) 

 
Where Ω is the set of observed ratings. 
 
Similarly, Autoencoder input for learning 

the hidden feature representation of user 𝑢 is the 
additional information vector of the user 𝑎௨ and the 
rating vector 𝑟௨ that are combined. The 
concatenation of 𝑟௨ and 𝑎௨ are denoted by 
𝐼𝑛(𝑟௨ , 𝑎௨) ∈ 𝑅(௡ା௬ೠ), where 𝑦௨ denotes the user's 
number of attributes, and the concatenation of 𝑟௎ 
and 𝐴௎ are denoted by 𝐼𝑛(𝑟௎ , 𝐴௎) ∈ 𝑅௠×(௡ା௬ೠ), 
where 𝑟௎ denotes the partial observed vectors for all 
of the users, and 𝐴௎ denotes the additional features 
of all users. To learn the hidden representations of 
the user 𝜉௨, the 𝐼𝑛(𝑟௎ , 𝐴௎)  is input into the Semi-
Autoencoder. Eq. (18) and Eq. (19) represent the 
user's encoding and decoding mappings 
respectively.  

 
𝜉௨ = 𝑓(𝐼𝑛(𝑟௎ , 𝐴௎)𝑊௨ + 𝑏௨)    (18) 
 
�́�௎ = 𝑔(𝑊ሖ

௨𝜉௎ + 𝑏௨)ሖ   (19) 
 
Where 𝜉௨ is an encoding map to learn the 

user's latent representations u, 𝑊௨ ∈ 𝑅(௡ା௬ೠ)×௛ and 
𝑊ሖ

௨ ∈ 𝑅௛×௡ are the weight matrices, 𝑏௨ ∈ 𝑅௛ and 
𝑏ሖ ௨ ∈ 𝑅௡ are bias vectors, the hidden layer's 
dimensions are denoted by ℎ, and nonlinear 
functions 𝑓 is sigmoid function and nonlinear 
functions 𝑔  is the identity function. The purpose of 
the Semi-Autoencoder is to approximate the partial 
input, which is the rating data, into the output. As a 
result of a Semi-Autoencoder that handles the user 
reconstruction loss, the objective function is 𝑓௨ in 
Eq. (20). 

 
𝑓௨ = ௠௜௡

ௐೠ,ௐೠሖ ,௕ೠ,௕ሖ ,ೠ௥ೠ೔∈ಈ = ‖𝑟௎ − �́�ூ‖ଶ (20) 

 
The approach of matrix factorization is 

combined with the autoencoder learning process in 
order to better learn the latent factors of items and 
users at the same time, in order for the final 
prediction matrix 𝜉௜𝜉௨

் to be close to the actual 
rating matrix, where 𝑇 is a transposition of the 
matrix, and the third term of the objective function 
is Eq. (21). 
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𝑓௠௙ = ௠௜௡
ௐ,ௐሖ ,௕,௕ሖ ,ௐೠ,ௐೠሖ ,௕ೠ,௕ሖ ,ೠ௥ೠ೔∈ಈ = ฮ𝑅 − 𝜉௜𝜉௨

்ฮ
ଶ
 (21) 

 
The regularization component from the 

weight matrix of the 𝑙ଶ 𝑛𝑜𝑟𝑚  is added as a term to 
the last objective function to prevent the problem of 
overfitting, as stated in Eq. (22). 

 

𝑓௟ =
ఊ

ଶ
 (‖𝑊‖ଶ + ฮ𝑊ሖ ฮ

ଶ
+ ‖𝑊௨‖ଶ + ฮ𝑊ሖ

௨ฮ
ଶ

) (22) 

 
Eq. (23) shows the model framework's 

final objective function: 
 

௠௜௡
ௐ,ௐሖ ,௕,௕ሖ ,ௐೠ,ௐೠሖ ,௕ೠ,௕ሖ ,ೠ௥ೠ೔∈ಈ  𝑓௜ + 𝑓௨ + 𝑓௠௙+𝑓௟  (23) 

 
The proposed method for optimizing Eq. 

(23) employs stochastic gradient descent. Until the 
algorithm reaches a point of convergence. 

. 
3. EXPERIMENTS AND RESULTS 
 

In this section, a group of experiments are 
conducted to compare the three different techniques 
used in Autoencoder. In the HRSA model [11], an 
experiment was conducted on Movielens 100K and 
Movielens 1M datasets, in the ReDa model [17], the 
experiment was conducted on MovieLens 100K, 
MovieLens 1M, Douban Movie, and Douban Book 
datasets, and in the HCRDa model [12] the 
experiment was conducted on Movielens 100K, 
MovieTweetings, FilmTrust datasets. 

 
 The Movielens 100K dataset is utilized in 

all three models; therefore, this database is adopted 
as a dataset to compare the three models, which one 
is better. It has 943 users and 1682 movies with a 
total of 100,000 ratings and a rating density of 6.3%. 
The explicit rating scale in this dataset are evaluated 
using a range of (1 to 5) stars. 

 
The quality of the Autoencoder model can 

be evaluated utilizing different kinds of metrics that 
can be precise or coverage, such as root mean square 
error (RMSE) [15], [25], mean error (MAE) [26], 
recall [16]. RMSE is the most common and most 
widely used, it is a measure of the deviation of 
predicted values from the user's observed values and 
the smaller the RMSE, the better the performance of 
the model [27]. As shown in Eq. (24), the RMSE of 
the model is formally calculated, where 𝑛 denotes 
the number of observations, 𝑦ො௜ denotes the predicted 
values, 𝑦௜  denotes the observed values. There are 
several metrics used to evaluate the prediction 

                                                 
1 https://github.com/cheungdaven/semi-ae-recsys 

performance of each model, including RMSE, MAE, 
and recall. The RMSE is the measure available in the 
three models. Therefore, the RMSE is adopted here 
for the purpose of comparison. 

 

𝑅𝑀𝑆𝐸 =  ට
ଵ

௡
∑ (𝑦పෝ − 𝑦௜)ଶ௡

ଵ   (24) 

 
The three models were evaluated by taking 

a random sample with different percentages of rating 
records as a training set, and the rest was used as a 
test set. For the aim of comparing the three models, 
a standardized percentage will be adopted, which is 
70%, 80%, and 90% of the data set sample as a 
training set and the remaining 30%, 20%, and 10% 
as a test set, respectively. Training a model requires 
a set of hyper-parameters by which it can achieve the 
best performance, and each model has its own hyper-
parameters values. In an HRSA model, the learning 
rate was set to 0.001 and the regularization rate 𝛾 to 
1 and 500 is the size of the hidden neural network. 
In the ReDa model, it is set to 0.5, 0.5, and 1 as the 
trade-off parameters β, α, and γ respectively, and 50 
is the size of the hidden neural network. In the 
HCRDa model, the learning rate and the number of 
hidden neurons is the same as in HRSA, but the 
regularization rate 𝛾  = 1. It is noticed that there are 
similar and different parameters between the three 
models in the training, among which were 
mentioned: HRSA and HCRDa each have the same 
activation function used to map the encoding and the 
decoding, which is sigmoid and identity 
respectively. But in ReDa the activation function in 
the encoder mapping is the same as in decoder 
mapping and is sigmoid. Also, HRSA and HCRDa 
have the same number of hidden layer neurons while 
ReDa is different from them .HRSA and HCRDa 
include side information for users and items to 
improve performance and avoid a cold start problem, 
whereas ReDa does not. Both HCRDa and ReDa are 
optimized using the stochastic gradient descent 
method, whereas HRSA is optimized using the 
Adam method. 

 
Table 1 shows the RMSE scale for the three 

models, which was obtained from the reported 
papers for both HCRDa and ReDa due to both did 
not contain the source code. Whereas, the HRSA 
model has the source code1 and we implemented it 

by Google Colab2 in order to extract the results. 
Based on the results, it can be concluded that 
HCRDa on 80% and 90% of training data 
outperforms both HRSA and ReDa in terms of 

2 https://colab.research.google.com/ 
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reconstruction loss, whereas HRSA with 70% of 
training data outperforms both HCRDa and ReDa, 
its accuracy measure improves slightly with 
increasing training data size. The performance of the 
three models in the Movielens-100k data set shown 
in the graph in Figure 8 reveals that HCRDa is 
effective as indicated by the decreasing RMSE value 
with increasing training data. The HCRDa model on 
90% of the training data improved the performance 
of the RMSE assessment criteria compared to the 
HRSA and ReDa models by 11.5% and 13.6%, 
respectively. It is also noted that both the HCRDa 
and HRSA models include side information in their 
experiments, whereas the ReDa model does not 
include side information in their experiment, 
therefore the performance of HCRDa and HRSA is 
better than ReDa due to the effect of the side 
information on the results. The parameters of the 
Autoencoder must be pre-trained in both HRSA and 
ReDa, which considerably increases the time 
complexity. The Autoencoder in HCRDa learns 
feature representations of items and users at the same 
time, reducing complexity time. Through this 
comparison, it can be determined that the HCRDa 
model outperforms the other two models in 
performance. 

Table 1: Average RMSE on Movielens 100k with 70%, 
80%, and 90% of training data. 

Model 
Training data of Movielens-100K 

70% 80% 90% 

HRSA 0.906± 
0.004 

0.896 ± 
0.003 

0.890± 
0.007 

ReDa 0.9231± 
0.0081 

0.9190± 
0.0056 

0.9114± 
0.0093 

HCRDa 0.9176±0.0
009 

0.8645± 
0.0010 

0.7879± 
0.0061 

 

 
Figure 8: The performance of the three models on the 

Movielens-100k dataset. 

4. CONCLUSION 
 

In this paper, the aim was to assess the 
performances of three types of Autoencoder models 
that apply to the recommendation systems. The 
models are HRSA, ReDa, and HCRDa. Each of the 

models have been explained in details.  In this 
investigation, MovieLens 100K dataset has been 
applied to the models.  The results of the experiments 
show that  HCRDa has the lowest reconstruction 
error (RMSE), which outperformed others. 
Moreover, the models with side information are also 
performed better than others, for example HCRDa 
and HRSA. For future works, to improve the 
performance in term of accuracy, more experiments 
will be carried out such as adding more network 
layers to the model and include more explicit or 
implicit side information to the model. This would 
be a fruitful area for further work in recommendation 
systems. 
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