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ABSTRACT 
 
 

The use of new information and communication technologies is an important aid to solving transportation 
problems. This is commonly known as ITS (Intelligent Transport Systems) that can provide effective 
information for travelers and traffic managers. Road traffic prediction has led to a growing research area 
debated by several researchers affiliated to a range of disciplines. Recently, a significant amount of research 
efforts has been devoted to deep learning methods, greatly advancing traffic prediction abilities. The 
purpose of this paper is to meet a practical need: forecasting highway traffic volume by payment method 
(manual/ electronic toll) over a long time horizon based on historical observations. A variety of methods 
were used to make this forecast, and the results were compared and interpreted to identify model limitations 
and improve the approach. We propose to forecast daily highway traffic using four methods: Seasonal 
Autoregressive Integrated Moving Average with additional lagged values (SARIMAX), Long Short-Term 
Memory (LSTM), Convolutional Neural Network (CNN) and at least we perform combination method 
which has been shown to be efficient in the literature and which, applied to our real case study, will confirm 
these performances. Indeed, the best prediction results were obtained using the hybridization CNN-LSTM 
which reached an R-squared value of 95%. In the present study, such an effort resulted in considerable 
improvement in long terme forecasting accuracy when compared with the existing models’ performance 
previously adopted in the field of traffic forecasting. 

Keywords: Intelligent Transport Systems, Prediction Models, Deep Learning, Time Series Forecast, 
SARIMAX, Recurrent Neural Network (RNN), Long Short-Term Memory (LSTM), 
Convolutional Neural Network (CNN). 

 
1. INTRODUCTION  
 

Road and highway infrastructure design 
process relies in a significant way on traffic 
forecasting. This phase is an important step in the 
investment feasibility study, as it allows to decide 
on the appropriateness of the investment by 
determining the transport demand, the predictive 
origin-destination matrix, and the distribution of 
cars in the different sections. These deliverables are 
made based on a set of interrelated factors and 
assumptions. 

 
Traffic forecasting is an essential activity 

for the services in charge of traffic management and 
user information. The principle motivation behind 
this activity is to know the level of traffic and its 
evolution to program investments over time, 
determine the proper sizing of the pavement 
structure by knowing the level of heavy vehicle 

traffic, anticipate the degree of damping of the 
pavement to plan its maintenance according to the 
wear, and as a result, raise the quality of road 
infrastructure, which has a positive impact on user 
safety indicators. These studies also allow road 
infrastructure managers to ensure better road 
viability by allocating adequate resources and 
taking these factors into account, they can estimate 
appropriate pricing for toll road sections. Traffic 
forecasts are likewise utilized for some, different 
purposes including hallway arranging, frameworks 
arranging, interchange design, air quality 
investigation, and numerous exceptional ventures.  

 
The objectives and challenges of traffic 

forecasting are different depending on the forecast 
horizon and the context of the study. During the 
recent decades, this issue was treated widely by 
several authors belonging to several specialties and 
with multiple approaches. As a matter of fact, those 
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works can be grouped under concentrating on 
procedures of traffic modeling or evaluating the 
performance of different prediction models 
including parametric and non-parametric 
techniques, or contrasting the viability of those 
models by looking at the forecast horizon (short, 
medium or long-term) and the context of study 
(urban or non-urban areas). 

Traffic flow prediction relies heavily on 
historical and real-time traffic data collected from 
various sensor sources, including electromagnetic 
loops, radar, cameras, etc. Although many traffic 
flow prediction systems and models already exist, 
most of them use shallow traffic models and are 
still somewhat unsatisfactory. This prompts us to 
rethink the traffic flow prediction problem based on 
deep architecture models. Recently, deep learning, 
which is a type of machine learning method, has 
attracted much academic and industrial interest. It 
has been successfully applied in classification tasks, 
natural language processing, object detection, 
motion modeling, etc. 

Deep learning algorithms use multi-layer 
or deep architectures to extract the inherent features 
of data from the lowest to the highest level. Since 
the traffic flow process is complicated in nature, 
deep learning algorithms can represent traffic 
features without prior knowledge, which provides 
good performance for traffic flow prediction. 

 
The current research is in line with this 

perspective and it’s a continuation of our previous 
works. The overall objective of our project is to 
predict the number of vehicles passing through each 
toll station per hour by taking into account factors 
that affect the traffic. The aim is to allow the 
managers, through these predictions, to manage and 
control the traffic in order to reduce congestion and 
consequently increase safety on the roads used, 
anticipate the sizing of the infrastructures and the 
resources to be allocated (reduce or increase the 
number of lanes and toll collectors). 

 
The approach consists of traffic flow 

prediction based on a fairly consistent history and 
containing real daily traffic stream recorded by a 
recognized traffic manager in Morocco in order to 
predict the future traffic data using four forecasting 
models: 

 
 
 
 

 Parametric models: 
- Seasonal Autoregressive Integrated Moving 

Average with additional lagged values 
(SARIMAX). 

 Non-Parametric models: 
- Recurrent Neural Networks LSTM; 
- Convolutional Neural Networks CNN. 

 Hybrid models: 
- CNN-LSTM. 

 
In order to verify the effectiveness of the 

proposed model, two groups of datasets and 
different models are studied in the experiment. The 
performance of these models will then be compared 
between different simulations according to 
established criteria. 

 
The current paper is sorted out as follows: 

The first section is dedicated to the literature review 
in which various strategies used to forecast traffic 
will be presented, the second section will cover data 
exploration and scope including the study’s context. 
The subsequent part is dedicated to the proposed 
methodology by depicting in subtleties the dataset 
and the model of forecasting. Finally, in the fourth 
part, numerical experiments will be handled in 
order to compare the performances of the studied 
models according to predefined criteria alongside 
the conclusions. 

 
2. LITTERATURE REVIEW 

The literature review for this work 
comprises of the study of available literature on the 
methods previously used for traffic forecasting, 
their challenges, scope for improvement and then 
the study of the latest advances in the field, 
especially with reference to time-series analysis and 
artificial intelligence in the Moroccan context. 

Traffic forecasting can be displayed as a 
time series regression problem to which we can 
apply the toolbox for time series analysis that 
consist in recording and measuring the same 
phenomenon over time. 

2.1 (S)ARIMA(X) 
Auto regressive integrated moving average 

(ARIMA) is a widely used model for time series 
analysis and has been applied to traffic forecasting 
(web traffic [1] and road traffic [2] [3]). ARIMA 
consists of three parts:  

i) the Auto-regressive (AR) part indicates that 
the evolving variable of interest can be 
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approximated using a linear combination of its 
own historical values: 

    (1) 

With  
: The auto-regression coefficients. 

Literally, each observation consists of a 
random component (random shock, ) and a 

linear combination of the previous 
observations. 

ii) the Moving average (MA) part is used to 
model the residual from the AR part using a 
weighted combination of random noises at 
various previous time steps. Moving average 
models suggest that the series has fluctuations 
around a mean value. The best estimate is then 
considered to be the weighted average of a 
number of previous values (which is the 
principle of the moving average procedures 
used for data smoothing). This amounts to 
considering that the estimate is equal to the 
true average, to which we add a weighted sum 
of the errors that have affected the previous 
values:  

  (2) 

With  
: The auto-regression coefficients. 

Each observation is composed of a random 
error component (random shock, ) and a 

linear combination of past random errors. 

iii) the Integrate (I) part models the difference 
between adjacent values rather than raw 
values. 

ARIMA is a mainstream model for time 
series investigation and has been applied to traffic 
forecasting. In our previous work [4], Seasonal 
ARIMA was used to catch the periodicity of traffic 
flow in different days and rush hours. In [5], Chai 
used a sparse seasonal ARIMA which can correctly 
predict the air traffic from January to July in 2020 
with 95% confidence interval and can identify 
financial crisis, political storm, and the COVID-19 
outbreak, ARIMA could be associated to other 

tools to increase the precision of the forecast by 
hybrid models [6].  

Other mainstream techniques for traffic 
estimating incorporate K-Nearest Neighbor (KNN) 
[7] [8], Support Vector Regression (SVR) [9] [10], 
Hidden Markov Model[11] and  Gaussian Process 
[12]. Time series analysis was used by Jha et al. 
[13] by underlining the lower values of estimation 
errors found with this method when compared to 
trend line analysis and econometric regression 
analysis. These methods usually pursue strict 
mathematical deduction and definite physical 
meaning, which are limited to less complex traffic 
conditions and relatively small size of traffic data.  

2.2 Recurrent Neural Network (RNN) 
To display the non-parametric component 

in traffic analysis, artificial intelligence based 
methodologies have likewise been applied to traffic 
determining. There are so many different neural 
networks that it is simply impossible to mention 
them all. But for our case, we will be particularly 
interested in two types of neural networks: 
Recurrent neural networks and Convolutional 
neural networks In [14], the authors propose to 
utilize neural networks to demonstrate the ability of 
forecasting with a good accuracy. The most recent 
methods are deep learning, such as convolutional 
neural networks (CNNs) and recurrent neural 
networks (RNNs), where CNNs are usually used 
for spatial structure learning [15], while RNNs 
(e.g., LSTM [16] and GRU [17]) are widely used 
for temporal and sequential learning. In [18] [19] 
[20], perform traffic forecasts with deep learning, 
which is a kind of neural organization with self-
association, and can perform nonlinear auto-
relapse. Be that as it may, most of the previously 
mentioned approaches model each traffic time 
series independently, neglecting to catch the spatial 
reliance among them. 

Recurrent neural networks (RNN) are 
networks with loops (Figure 1) that allow the 
information to persist [21]. 

  

Figure 1: Loops Of RNN 
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In the diagram of figure 1, a recurrent 

neural network is based on an input   to provide a 

value . A loop allows to pass information from 
one step of the network to the other. A recurrent 
neural network can be considered as a set of copies 
of the same network, each transmitting a message 
to a successor, as shown in Figure 1. 
The LSTM network is a special type of recurrent 
neural network, capable of learning long-term 
dependencies. It was introduced by Hochreiter & 
Schmidhuber [22] in 1997 and has been refined and 
popularized in many researches. LSTMs are 
explicitly designed to avoid the long-term 
dependency problem. Remembering information 
for long periods of time is practically their main 
advantage. 

All recurrent neural networks have the 
form of a chain of repeating neural network 
modules. In standard RNNs, this repeating module 
will have a very simple structure, such as a single 
hyperbolic tangent layer. LSTM also have this 
chain structure, but the repeating module has a 
different structure [23]. Instead of having a single 
layer of neural network, there are four, interacting 
in a special way (figure 2). The various symbols 
shown in Figure 2 are explained in Figure 3.  

Steps in an LSTM: 
 

The first step in LSTM is to decide what 
information we are going to remove from the cell 
state. This decision is made by a sigmoid layer 
called the forget gate layer, which looks at  and 

, and generates a number between 0 and 1 for 
each component of the cell state . The value 1 
represents "completely keep this" while a 0 
represents "completely get rid of this" (figure 4). 
 

 
Figure 2: LSTM Structure 

 
 
 

 

 
 

Figure 3: Symbols Used In LSTM Structure 
 

 

 

 

          Figure 4: LSTM Construction Step 1 
 

The next step is to decide what new 
information we will store in the cell state. First, a 
sigmoid layer called input gate layer decides which 
values we will update. Then, a tanh layer creates a 

vector of new candidate values , which could be 
added to the cell state. In the next step, we will 
combine these two to update the cell state (figure 
5). 

 

 

Figure 5: LSTM Construction Step 2 
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The next step is to update the old cell state 
. For this purpose, the old state is multiplied 

by , forgetting the rest of the information. Then, 

the value  is added (figure 6). 
 

 

 

Figure 6: LSTM Construction Step 3 
 

 

Figure 7: Illustration Of The CNN Architecture 

Finally, we need to decide on the output of 
the network. This output will be based on our cell 
state, but after applying a filter. A sigmoid layer 
determines which components of the cell state we 
will let out. Then we pass the cell state values 
through a tanh layer (to put the values between -1 
and 1) and multiply them by the output of the 
sigmoid gate [24], so that we only let out the 
information that we have decided to let through 
(figure 7). 

 

 

 

Figure 8: LSTM Construction Step 4 
 

2.3 Convolutional Neural Network (CNN) 
 

CNNs are a class of deep neural networks 
capable of recognizing and classifying particular 
features of images and are widely used for visual 
image analysis [25]. Their applications range from 
image and video recognition [26] to image 
classification, medical image analysis [27],  

 
computer vision [28] [29] and natural 

language and sentiment processing [30]. The figure 
8 shows the typical architecture of a CNN for a car 
image classification task.  

 
 
 
 
 
 
 
 
An image is fed directly into the network, 

followed by several convolution and pooling steps. 
Then, the representations of these operations feed 
one or more fully connected layers. Finally, the last 
fully connected layer provides the class label.  

This network architecture is inspired by 
the functioning of the visual cortex of animals. The 
analysis of the visual field is done through a set of 
overlapping sub-regions that pave the image. Each 
sub-region is analyzed by a neuron of the animal's 
brain, in order to pre-process small amounts of 
information. This is called convolutional 
processing. 

The architecture of a convolutional neural 
network is formed by a succession of processing 
blocks to extract the features that discriminate the 
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class to which the image belongs from others [31]. 
A processing block consists of one or more: 

- Convolution layers (CONV) that process the 
data of a receiving field; 

- Correction layers (ReLU), often called by abuse 
"ReLU" in reference to the activation function 
(Linear Rectification Unit); 

- Pooling layers (POOL), which allows to 
compress the information by reducing the size 
of the intermediate image (often by 
subsampling). 

 
The processing blocks follow each other to 

the final layers of the network, which perform the 
image classification and the calculation of the error 
between the prediction and the target value: 

- "Fully Connected" (FC) layer, which is a 
perceptron-like layer; 

- Loss Layer (LOSS). 
 
 

2.3.1 Convolutional layer 
This layer is the first layer that is used to 

extract different features from the input images. In 
this layer, the mathematical operation of 
convolution is performed between the input image 
and a filter of a particular size MxM. By dragging 
the filter over the input image, the scalar product is 
taken between the filter and the parts of the input 
image with respect to the filter size (MxM) [32]. 

The output is called a feature map which 
gives us information about the image such as 
corners and edges. Later, this feature map is fed 
into other layers to learn several other features of 
the input image. 

2.3.2 Pooling layer 
The pooling step is a subsampling 

technique [33]. Typically, a pooling layer is 
inserted regularly between the correction and 
convolution layers.  By reducing the size of the 
feature maps (figure 9), and thus the number of 
network parameters, this speeds up the computation 
time and reduces the risk of overlearning. 

 

Figure 9: Scheme Of A Pooling Operation 
 
 
2.3.3 Fully connected layer 

This layer is at the end of the network. It 
allows the classification of the image from the 
features extracted by the succession of processing 
blocks. It is fully connected, because all the inputs 
of the layer are connected to the output neurons of 
this layer. They have access to all the input 
information. Each neuron assigns to the image a 
probability value of belonging to class i among the 
N possible classes [34]. 

 
2.3.4 Dropout 

Usually, when all features are connected to 
the fully connected layer, this can lead to 
overfitting in the training dataset. Overfitting 
occurs when a particular model works so well on 
the training data that it negatively impacts the 
performance of the model when used on new data. 

To overcome this problem, an exclusion 
layer is used in which a few neurons are removed 
from the neural network during the training process 
[35], thereby reducing the size of the model. When 
the exclusion layer is equal to 30% of the nodes are 
randomly removed from the neural network. 

3. SCOPE AND DATA EXPLORATION 

After defining the several approaches and 
methods used in the literature and our previous 
works for road traffic forecasting, the aim of this 
section is to provide hourly traffic forecasting with 
multivariate and multi-output series (for the 
transactions passed in electronic toll or manual 
payment) with a numerical simulation in a real 
context. 
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3.1 Setting and context of the study 
Our study is conducted on the eastern 

section of the Trans-Maghreb highway, this section 
is 475 km long and connects the cities of Sidi Allal 
Bahraoui, Fez, Taza and Oujda with an average 
travel time of 3h58min. 

 
3.2 Description of data sources 

The work of building the predictive 
models is based on records between 2016 and 2019 
made on a specific freeway’s axis. 

The database gathers the hourly traffic at 
each station of the studied axis, this flow is grouped 
by vehicle class and by payment method, as shown 
in the table 1. 

Vehicles are classified into three 
categories, the criteria used to define the toll classes 
are physical and measurable: 

 The overall height (including windshield) at the 
front axle of the vehicle or combination; 

 The number of axles in the vehicle or 
combination; 

 The length of the vehicle. 

The vehicle passage data has three classes: 

 CL1: passenger vehicles; 
 CL2: vans; 
 CL3: semi-trailers with 3 or more axles. 

 

The payment method represents the way of paying 
the highway fees, the payment methods are divided 
into two categories: 

 Manual: the payment is made manually either 
by credit card or by cash and in this case the 
customer goes through a manual toll lane 
(figure 10) to make a transaction either by 
freeway subscription card (column 'CARD'), or 

by credit card (column 'CC') or by cash (column 
'CASH').  

 Electronic toll collection: the transaction is done 
automatically by electronic toll collection 
badges (figure 11); in this case the customer 
does not need to stop or enter a queue to pay the 
freeway fees (TELEP); 

 

Figure 10: Detection By Non-Intrusive Sensor 

 

 

 

 

Figure 11: Detection By Electronic Tolls 

 

 

 

 

 

 

3.3 Data processing 
In order to prepare the data for the analysis  

and learning phase, we will first proceed to a join 
and grouping of the data received in several 
batches. Then, a treatment is carried out to keep 
only those which will be useful.  

The database will be subjected to several 
simplification and aggregation treatments of the 
means of payment according to time.  After the data 
processing we will extract only the data related to 

 
 

Station Day Hour TELEP_CL1 CARD_CL1 CC_CL1 CASH_CL1 TELEP_CL2 

Tiflet 23/08/2016 6 0 0 0 8 10 

Taza Est 28/06/2016 5 0 1 0 10 4 

Tahla 06/05/2016 19 0 0 0 43 7 

 

Table 1: Overview Of Transactional Traffic Data. 
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the Sidi Allal El Bahraoui station (station with the 
biggest traffic flow). The resulting database of 
these treatments is illustrated below: 

 
Table 2 : Aggregated Database Used For Model 
Analysis.  

 

3.4 Data visualization 
Once we are sure that the dataset is 

complete and does not contain erroneous values, we 
proceed to the visualization.  

 

 

 

 

 

 

 

 

 

 

 

The database used in this study is a time 
series that describes the evolution of traffic as a 
function of time over 4 years dated from January 
2016 to December 2019, consists of 3 columns and 
35017 rows.  

 

In a first step we visualize the hourly 
variation of traffic to know its hourly behavior, the 
figure 12 presents on the x-axis the evolution in 
time as well as on the y-axis the numbers of 
vehicles passing through the toll center at each 
hour.  

We notice that the hourly presentation of 
the series does not allow us to extract much 
information, for this reason we opt in a second time 
to present in figure 12 below the daily, weekly and 
monthly evolution of the series to allow us to 
understand and extract the most information about 
the traffic.  

For a clearer visualization of the traffic 
flow variations, we will zoom on the daily 
evolution of each year to be able to analyse and 
interpret the reasons causing exceptional variations  

 

or peaks during the year. 

 

 

 

 

 

 

After a historical analysis of the traffic data 
presented in figure 4, we can see that the traffic is 
not a random event but is directly linked to the 
vacations and public holidays of the year, according 
to the graph in figure13 below we notice that the 

 
 

Number of 
vehicles 

Figure 12: Breakdown Of Traffic Evolution Over The Different Periods At The Studied Station 
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evolution of traffic is impacted by six events that 
must be retained when applying the models: 

- Weekends: there is peaks at each weekend in 
Sundays; 

- Ramadan period: the traffic undergoes a decrease 
during the Ramadan period;  

- School vacations longer than 15 days: significant 
increase in traffic; 

- Religious celebration: Decrease on the day of Eid 
followed by an increase the days after;  

- Summer vacations: constant increase from the 
first days. 

Before applying the predictive models, we 
will need to complete our database with the 
calendar variables that influence the traffic, so that 
if the date corresponds with one of the dates of 
these variables it will be associated with the value 
“1” otherwise “0”. The table shows an extract of 
the database after adding the external variables 

 

 

 
 
 
 
 
 

Table 3 : Extract of the database completed by the 
exogenous variables. 
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01/01/2016 0 0 0 1 0 

02/01/2016 0 0 0 0 0 

03/01/2016 1 0 0 0 0 

04/01/2016 0 0 0 0 0 

 

 

4. PROPOSED METHODOLOGY 

4.1 Statistic model SARIMAX: 

ARIMA and SARIMA are excellent tools 
for time series analysis. ARIMA stands for 
autoregressive integrated moving average. 
SARIMAX is similar and stands for seasonal 
autoregressive integrated moving average with 
exogenous factors. 

 

 

 

 

 

 

Figure 13 : Daily Traffic Patterns And Impact Factors 

Number 
of 

vehicles 
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SARIMA accepts an additional set of 
parameters (𝑃, 𝐷, 𝑄) 𝑚 that specifically describe 
the seasonal components of the model. Here, 𝑃, 𝐷, 
and 𝑄 represent the seasonal regression, 
differentiation, and moving average coefficients, 
and 𝑚 represents the period of a season in the 
series: 

P: Seasonal autoregressive order. 
D: Seasonal difference order 
Q: Seasonal moving average order 
m: The number of time steps for a single seasonal 
period. 
The notation is written as (p,d,q)×(P,D,Q)m. 

The objective of this modelling is to 
predict the total number of vehicles per day. Taking 
into account the exogenous variables. 

The data set contains 1461 days: between 
January 2016 and December 2019. 

4.1.1 Seasonality and trend 
To better understand the nature of the 

series and to determine its seasonality and the 
nature of its trend, a temporal decomposition of the 
series is performed (Figure 14). 

We can see that there is a clear seasonality 
in the data and the trend is both increasing and 
decreasing due to the fact that the number of 
vehicles may be higher on weekends than on 
weekdays. Thus m = 7 days. 

4.1.2 Stationarity test 
Before applying the SARIMA model we 

have to make sure that the data are stationary, for 
this we can perform the Dicky Fuller test [36] 
(Figure 15). The p-value obtained is greater than 
0.05, so the time series is not stationary [37]. 

 

 

 

 

 

 

 

 

In order to make the time series stationary, 
we will proceed to differentiations until it becomes 
approximately stationary. So after differentiating 
the series once, we run the Dicky Fuller test again. 

The result is   
So the series became stationary after a single order 
of differentiation. For this purpose, the parameters 
D =d = 1. 

4.1.3 Autocorrelation  
The visualization of the autocorrelation, in 

other words, the correlation between the series and 
its lags, is done through the ACF graph, which also 
allows to estimate the other orders of the model, the 
figure 16 presents the ACF and PACF graphs [38]. 

From the ACF and PACF graphs, we 
notice a strong autocorrelation between the pitch 
and its second order shifts. 

 

 

 

 

 

 

 

 Time 

Figure 14 : Decomposition Of The Time Series 

Figure 15 : Dicky Fuller Test 
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4.1.4 The Akaike Information Critera (AIC) 
The Akaike Information Criterion (AIC) is 

a mathematical method for evaluating how well a 
model fits the data from which it was generated 
[39]. In statistics, the AIC is used to compare 
different possible models and determine which one 
best fits the data. The AIC is calculated from: 
- The number of independent variables used to 
build the model. 
- How well the model reproduces the data. 

The best-fitting model according to the 
AIC is the one that explains the most variation 
using the fewest independent variables [40]. The 
AIC function is used to find the optimal parameters 
for the SARIMA model. This provides SARIMAX 
seasonal order of (2, 1, 2) (1,0,1)7. 

 

 

 
4.1.5 Train and test set 

Before applying the model, we need to 
divide our database into train/test base sets. 

Train set: This one will be the most 
voluminous in terms of data. Indeed, it is on this set 
that the network will iterate during the training 
phase to be able to appropriate parameters, and 
adjust them as well as possible. Some rules 
recommend that it be composed of ¾ of the 
available data. This is the learning phase. 

Test set: The role of this last one is to 
evaluate the network in its final form, and to see 
how well it predicts as if the network were 
integrated into our application. This is why it must 
be composed exclusively of new samples, never 
used before, to avoid biasing the results by sending 
it data that it already knows and that it has already 
learned during the training or validation phase. This 
one still can be estimated of the order of ¼ of the 
available data. 

4.1.6 Performance criterion 
In order to analyze the performance of 

each traffic forecasting method, we used three 
indexes of performance to evaluate the model’s 
performance:  

 Mean Absolute Error (MAE); 
 Root Mean Square Error (RMSE); 

 R-squared (R²). 

 

 

 

 

 

 
 
 
 
 
 
 
 
Mean Absolute Error (MAE) is a measure 
of errors between paired observations expressing 
the same phenomenon. MAE is an arithmetic 
average of the absolute errors calculated as: 

Figure 16 : ACF and PACF Test 

Figure 17 : Forecasting Results By SARIMAX Model 
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With:   
 
When: 
 

 are the predicted values  
 

 are the recorded values 
 
Root Mean Square Error (RMSE) is the square 
root of the MSE (Mean Square Error) index. MSE 
is defined as the arithmetic mean of the squares of 
the differences between model forecasts and 
observations. RMSE is calculated as: 
 
 

 
 
 
R-squared (R²) is called also the coefficient of 
determination. It is an indicator used in statistics to 
judge the quality of a linear regression. 
Mathematically, it is the proportion of the variance 
of a dependent variable that is explained by one or 
more independent variables in the regression 
model. It is expressed either between 0 and 1, or as 
a percentage. While the correlation explains the  
 
strength of the relationship between an independent 
variable and a dependent variable, the R-squared 
explains the extent to which the variance of one 

variable explains the variance of the second 
variable. 
 

 
 
 
4.1.7 The results of experimentation 

After having determined the orders of the 
SARIMAX model, we will proceed to its 
adjustment. For that, we used the package stats 
mode available on Python, the figure 17 presents 
the results of the model. 

The performances obtained from the 
model are: 

R²=45%      RMSE=1806.18        MAE=1280.46 

From the results obtained, we notice that 
the model produces an error between 1800 and 
1300 vehicles on each 2000 detected with a 
percentage of accuracy of 45%. An accuracy far 
from the blurred performance. The limitation lies in 
the presence of several external variables not taken 
into account. To overcome these limitations, deep 
learning models will be used in the next part. 

4.2 Recurrent Neural Networks: LSTM 

In this section we will focus on hourly 
traffic forecasting with multi-output series 
(electronic tolls, manual). The deep learning 
models require a specific format of the input data, 
they must be three dimensional: (number of 
sequences, number of steps in time, number of 
variables). As the previous part, we divide our 

Figure 18 : Forecasting Results By LSTM Model 
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database in two parts: " train set " and " Test set". 

LSTM recurrent neural networks are 
useful for modeling time series data because the 
network maintains a memory, learning to retain 
useful information from the inputs of previous 
model inferences. Each time the model is called, 
the memory is updated based on the updated inputs. 

4.2.1 Structure of the LSTM model 
In order to build an LSTM model, we need 

to import some modules from Keras: 
Sequential: to initialize the neural network 
LSTM: to add the long term memory layer. 
Dense: to add a densely connected neural network 
layer. 
Dropout: to add exclusion layers that prevent 
overfitting. 

When defining the Dropout layers, we 
specify 0,1, which means that 10% of the layers 
will be dropped. Then we add the Dense layer 
which specifies the output of 2 units.  

4.2.2 Training the LSTM model  
The LSTM model will be trained with two 

layers containing 124 hidden units each, with 
RELU as the activation function. Then, the popular 
optimizer ADAM will be used to define the loss as 
the mean absolute deviation. Finally, the model will 
be trained with 16 sequences per batch for 50 
epochs.  

 
4.2.3 LSTM results  

After the construction and training phase 
we test our model on the test set to determine the 
model performances showed in table 4 bellow. The 
results obtained are illustrated in figure 18. 

 
Table 4 : The Recorded Performance Of LSTM Model. 

 
Payment 
method 

R² RMSE MAE 

Manual   

 

90.02 % 60.68 40.70 

Electronic toll 79.02 % 36.49 23.13 

 

In spite of the performance of the LSTM 
recurrent neural networks, they present a major 

disadvantage that influences the quality of the 
results, in fact, they have difficulty in treating the 
time series that present several variations in the 
time. For this we will try convolutional neural 
networks that are able to identify and extract 
changes in the series. 

 

4.3 Convolutional Neural Networks: CNN 

The third prediction method is to use a 1D 
convolution model. 

4.3.1 Structure of the 1D CONV model 
In order to build a 1D convolutional model 

we need to import the sub-modules of the Keras 
library: 
Sequential: to initialize the neural network 
Conv1D: to add the convolutional layer. 
Dense: to add a densely connected neural network 
layer. 
Maxpooling: to reduce the size of the data. 
Flaten: to convert the data into a one-dimensional 
array for transmission to the next layer. 
Dropout: to add exclusion layers that prevent 
overfitting. 

When defining the Dropout layers, this 
time we specify 0.15, which means that 15% of the 
layers will be dropped. Then we add the Dense 
layer that specifies the 2 unit output to identify to 
the program that it is a two vector output. 

4.3.2 Training the CNN model  
The 1D CONV network will be trained with a 
single layer containing 64 filters, 5 cores, with 
RELU as the activation function. Then, it will be 
compiled in the same way as in the previous part 
using the ADAM optimizer and we define the loss 
function as the mean absolute deviation. Finally, we 
train the model on the training dataset with 16 
sequences per batch for 65 epochs.  
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4.3.3 CNN results 

After the model building and training 
phase we test our model on the test set to determine 
the performance of the model. Figure 19 bellow 
presents the results of the CONV 1D model by 
comparing it with the real data. Also, the model 
performances are shown in table 5 bellow. 

 
Table 5 : The Recorded Performance Of CNN Model. 

 
Payment 
method 

R² RMSE MAE 

Manual   

 

95.06 % 40.29 28.21 

Electronic toll 87.84 % 28.29 16.93 

The 1D convolution model gives more 
accurate results than the LSTM with a percentage 
of accuracy of 95.06% for the forecasts of the 
manual station users and 87.84% for the forecasts 
of the electronic toll users. 

Although the convolutional model presents 
better results than the other models, it also presents 
some limitations that can negatively impact the 
quality of its forecasts, among the disadvantages 
that present themselves at the level of CNNs that  

 

 

 

this type of models can not learn the temporal 
dependence that characterizes the time series. 

Therefore, to solve the problem of time 
dependence for CNN and the limitation at the level 
of LSTM for the detection of features, a hybrid 
model that combines the two is proposed, the 
CNN-LSTM model.  

4.4 Hybrid model: CNN-LSTM 

A convolutional neural network is a 
network that applies a process called convolution to 
determine the relationships between two features. 
These networks are traditionally used for image 
classification and do not take into account 
sequential dependencies like a recurrent neural 
network can. 

However, the main advantage of CNNs 
that makes them suitable for time series prediction 
is that of dilated convolutions - or the ability to use 
filters to calculate dilations between each cell. That 
is, the size of the space between each cell, which 
allows the neural network to better understand the 
relationships between different observations in the 
time series. For this reason, the LSTM and CNN 
layers are often combined when predicting a time 
series (see figure 20). This allows the LSTM layer 
to take into account sequential dependencies in the 
time series, while the CNN layer completes this 
process through the use of dilated convolutions. 
That’s why, standalone CNNs are increasingly 
being used for time series forecasting, and the 
combination of multiple Conv1D layers can 
actually produce quite impressive results - rivaling 
those of a model that uses both CNN and LSTM 
layers. 

Figure 19 : Forecasting Results By CNN Model 
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4.4.1 CNN-LSTM structure 
The data is first reshaped and resized to 

match the three-dimensional input requirements of 
the Keras sequence model. The input shape would 
be 24 time steps (Windows size = 24) with 10 
features for a multivariate model with 2 outputs. 

 

 

We used a 1D convolutional layer 
followed by a Maxpooling layer in figure 21, the 
output is then flattened using a Flaten layer to feed 
the LSTM layers. The model has two hidden LSTM 
layers followed by a dense layer to provide the 
output. 

 

 

The model uses the Adam RMS version of 
stochastic gradient descent for optimization and the 
mean absolute deviation as a function to calculate 
the error. Once the model is defined, it is fitted to 
the training data and the fitted model is used to 
make a prediction using the test data. 

The performances obtained by the hybrid 
model in table 6 confirm our assumptions, and are 
beyond those recorded by the previous models. The 
performance of the model could not exceed 95% 
which is already a largely acceptable performance 
for forecasting, the remaining 5% of error is due to 
unforeseen changes in traffic such as accidents or 
due to other variables such as weather conditions, 
or local events such as soccer matches or local 
festivities. The accuracy of the results can be 
improved by taking into consideration other 
databases that describe the exogenous variables. 

Table 6 : The Recorded Performance Of CN-LSTM 
Model. 

 
Payment 
method 

R² RMSE MAE 

Manual   

 

95.16% 40.81 27.67 

Electronic toll 91.2% 24.79 15.01 

 

The experimental results show that the 
augmented model CNN-LSTM is better than the 
existing baseline methods SARIMAX and CNN 
and has more adaptability and higher accuracy in 
long-term traffic flow forecasting. 

Figure 21 : CNN-LSTM Architecture For Time Series 

Figure 20 : Forecasting Results By CNN-LSTM Hybrid Model 
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The experiment conducted to verify the 
effectiveness of the proposed model was limited in 
case of peaks due to generally to national events or 
specific meteorological conditions. In order to 
establish a more accurate prediction model, the 
entire factors that influence road network should be 
used as the research object. In future research, 
many influencing factors such as pavement works, 
traffic accidents, temperature, precipitation, sports 
or cultural events will be considered as inputs. 

5. CONCLUSION 

This study departed from the abundance of 
contributions dealing with techniques for road 
traffic forecasting. In this paper, we have discussed 
and employed several methods of machine learning 
algorithms and time series analysis to design an 
accurate model to predict daily road traffic data. 
The study uses a real data set of historical data from 
the past 3 years on eastern section of the Trans-
Maghreb highway, Morocco. In the present study, 
such an effort resulted in considerable improvement 
in forecasting accuracy when compared with the 
existing models’ performance previously adopted in 
the field of traffic forecasting. 

The main contribution of our work is the 
development of four models of traffic prediction: 
CNN, LSTM, SARIMAX and a hybrid model 
called CNN-LSTM. Those models were, then, 
compared based on predefined criteria. The 
experimental results demonstrated that, according 
to the most commonly used criteria of error 
measurements (RMSE, MAE, and R²), the hybrid 
model CNN-LSTM is performing better in terms of 
prediction accuracy and stability. The use of 
Akaike’s Information Criterion technique (AIC) has 
also shown that the proposed model has a higher 
performance. 

The proposed traffic prediction model 
represents a reliable tool for users and managers 
for:  

- Maintaining a quality forecast at any time of the 
day or period of the year; 

- Anticipation of phenomena that may disrupt the 
network; 

- Multi-horizon anticipation of traffic conditions 
for intervention; 

- Use of adapted predictive tools: maintenance of 
a forecast time compatible with the real time 

objectives of intervention and ease of 
forecasting on the scale of the network. 

Despite the good performance recorded by 
the CNN-LSTM model, it remains perfectible in 
terms of traffic peak prediction. Thus, our next 
work will focus on a solution to integrate data from 
several sources: transactions, cameras, social 
networks... and in different formats (videos, 
images, texts) in order to improve the quality of our 
predictions whatever the traffic conditions. 
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