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ABSTRACT 
 

Big data and cloud computing become the most important technologies in the most of fields over the world. 
That because their wide range of applicability in the main drivers of our life. Education is one of the most 
significant big data application area. Although there are many researches of analyzing big data in education 
sector as tools, performance and methods of teaching and how to enhancement them in all levels of education, 
there is absence of studies for applying big data analysis in census education data to study the impact of other 
people life's characteristics on their educational level. This research paper introduces exploratory big data 
analysis methods for categorical variables using python language to analyze the educational data in Egypt 
census (2017), and discuss the relations between educational data features as indicators of educational levels 
of Egyptians in the future. The implementation of exploratory big data analysis module (EBDA) displayed 
in this paper and the regression model used as a traditional statistical method to categorical data analysis  
Also, there is comparison between two results. This exploration of data analysis considered as the step for 
predictions, suggestions and recommendations of enhancement people educational level. 
Keywords:  Big Data, Educational Data, Exploratory Analysis, Census Data, Python, Categorical Variables, 

Association Rules. 
 
1. INTRODUCTION 
 
Big data refers to the large, diverse sets of 
information that grow at ever- increasing rates [1] 
[2]. It encompasses the volume of information, the 
velocity or speed at which it is created and collected, 
and the variety or scope of the data points being 
covered [3] [4]. Big data often comes from multiple 
sources and arrives in multiple formats. [5]. Data 
analytics technologies and techniques provide 
means to analyze data sets and provide conclusions 
about them, which help to make decisions. [6]. Big 
data analytics is a form of advanced analytics, which 
involves complex applications with elements as 
predictive models [7] [8], statistical algorithms and 
other high analytics systems that can bring new 
ways in decision-making, managing wide range of 
fields as health, finance and education [9]. The field 
of big data has been examined in different fields 
[10]. Specifically, in educational field, the use of big 

data analytics can construct a novel system for 
improving and discovering the prospect for valuable 
research, evaluation, and accountability [11]. This 
could be accomplished through technology 
integration like data analytics, web dashboards and 
data mining in education [12]. Therefore, this 
research makes exploratory for the Egypt census 
2017 raw big data specified educational data using 
EBDA and analysis the relation between education 
level data and personal data using two analysis 
approaches, association rules applied as data mining 
analysis method and Ordinary Least Squares 
regression (OLS) as a traditional statistical method  
for describe the relationship between the gender and 
UR(Urban & Rural) as independent variables and 
Education level as a dependent variable, this 
showing the accuracy of numbers in the comparison 
of both analysis results . this step of analysis 
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considers as a main stone of future implementation 
for machine learning prospective analysis. 
  Research scope explained in section 1, big data in 
education and related work discussed in section 2, 
the Proposed Model of (EBDA) for categorical 
variables elaborated in section3,the tools and 
methods listed in details in section 4, the 
experimental study displayed in section 5, the 
comparison between tow analysis approaches noted 
in section 6,and the last section makes concluding 
statements on the high and low points of the analysis 
module along with a statement on scope for future 
research in the same.  
 
2.  RESEARCH SCOPE 

 
With The increase of disparity of educational levels 
geographically and qualitatively in Egypt and its 
impact on various fields such as industry, health care 
and teaching there has been a corresponding 
increase in its incorporation in the educational 
development [13]. In view of this situation, the 
present study analyzes the relation between life 
characteristics and education level of Egyptian 
citizen [14]. The study is restricted to big raw data 
of Egypt census 2017. The study in this research 
scope the educational data and the personalized data 
for each citizen in all sides of life as living place, 
insurance, work sectors, education levels and other 
characteristics.  The study also involves an analysis 
of disparity education levels perspectives on the 
Gender and residential location (UR) by two ways, 
the first one is data mining association rules 
analysis, and the second approach is statistical 

analysis and discuss both results. Therefore, the 
scope of this study is limited to Egypt census, and 
more specifically to education field. 
 
3. BIG DATA IN EDUCATION AND 

RELATED WORK  
 

The various topics of big data in education and 
previous related researches were discussed in this 
section. And explained the different sight of this 
paper.  
 

3.1 Big Data in Education  

 
Big Data refers to the process of combining 
enormous volumes of diversely outsourced data and 
analyzing them, using complex algorithms to inform 
decisions. [15]. Big data extensively used as a term 
today to describe and define the recent emergence 
and existence of data sets of high magnitude. In 
some cases, the data reach extremely big sizes such 
as in petabytes exceeding the hardware or human 
abilities to warehouse, manipulate and process them 
and therefore it characterized as big data. [16] .Data 
possessed in a system or a specific domain 
considered as big data when simultaneously the 
volume, the variety and the velocity are high 
irrespective of whether these three characteristics 
considered “small” to another domain. In this case, 
this is enough to challenge constrains in 
manipulating and analyzing the data so they can be 
used for different purposes. Depending on the 
domain, the size of data can vary from megabytes to 
petabytes. Thus, big data is context-specific and 
may refer to different sizes and types from domain 
to domain but the common challenge that all these 
domains must cope with is to being able to make 

sense of the data by processing them in a high 
analytical level to enable data-driven improvement 
of processes and procedures. [17].  It can find in 

many sectors. The public, commercial, social and 
educational sectors receive and produce ceaselessly 
vast amounts of data from different sources and in 
different formats. As seen in the table [1] the use of 
Data Analytics with Big Data the education 
compared to other industries has only a 3%. In 
addition, other industries such as advertising, 
computer manufacturing and utilities have the same 
use and the rest of them are at 4% - 7%. Therefore, 
the use of Data Analytics with Big Data in education 
considered not bad compared to others. 
 
Table.1 Use of Data Analytics with Big Data in Industry. 
[18] [19] 
 

Industry Use of Data 
Analytics with Big 

Data 
Consulting\professional service 15% 

Financial service 15% 
Software\internet 10% 

Healthcare 7% 
Insurance 7% 

Manufacturing(non-computers) 5% 
telecommunications 5% 
Government\federal 4% 

Media\entertainment\publishing 4% 
Advertising \ marketing 3% 

Computer manufacturing 3% 
Education 3% 
Utilities 3% 
Other 16% 
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2.1. Related Work   

 
Various researches have focused on different 
analysis approaches [20] [21]. Recent literature 
related to the field includes [22] .in his case study 
describes the successful implementation of a Big 
Data analysis tool: “SAP's HANA”, in the 
University of Kentucky. Also, [23]in her research 
paper used different model, The model can be 
employed for learning analytics to move from 
generalized support to meaningful contextualized 
support for enhancing learning. 
 On the other hand, the study [24] develop a teaching 
outcome model (TOM) that can be used to inspire 
and inspect quality of teaching. The simulated 
approach reported in the research accomplished 
through Splunk. Splunk is a Big Data platform 
designed to collect and analyze high volumes of 
machine-generated data and render results on a 
dashboard in real-time. In addition, [25], in their 
paper describes a framework for modeling user's 
behavior. The proposed system learns individual 
policies from the movement of the players in the 
game and builds a cognitive model. He states that 
this type of modeling will help in understanding 
learning processes of the user who interacts with the 
system and in adapting the learning environment to 
the user. 
In view of the relevance of data analytics to the 
education and research sectors, several applications 
are considered useful. Some of the applications that 
have well established reputation in these fields 
include quality assessment systems for higher 
education, research management systems, student 
performance analyzers and business intelligence 
applications for the education sector. Some 
prototypes have been proposed related to these 
application domains. However, research is still in its 
infancy and no commercially viable solutions are 
known to exist, which leaves immense scope for 
future research and development. [26] 
In the education field, big data is relatively niche 
topic and all the previous studies of big data in 
education research about how to optimizing 
education intelligence by facilitating institutions 
management, educators, and learners improved 
quality of education. [9]. The most important study 
[27]I used as based last stone to my paper aims to 

review current research related to big data analytics 
in education and explain future research direction. 
Using Kitchenham's technique, that was selected 
and clustered the literature into the types of data, 
methods, type of data analytics and learning 
analytics application used. The results show that 
research of big data learning analytics generally 
aims to improve the learning process, analyze 
learner behavior for student profiling, improve 
student retention and evaluate student feedback in 
the context of MOOCs and Learning Management 
System. Several future directions for this topic are: 
1) building a big open dataset including data pre-
processing and addressing the problem of 
imbalanced dataset, 2) process mining for learning 
log activity to gain knowledge and insights from 
online behaviour, not only from the perspective of 
the learner but also from the activities of the teacher, 
3) designing an automated framework which uses 
big data and allows descriptive, predictive, 
prescriptive analytical learning to be carried out. To 
summarize, embracing big data to learning analytics 
and educational data mining is an open research area 
that seems very powerful in education. So, this 
research act as a future work for the previous 
mentioned study by combination with other study 
[28] that aims to investigate how to improve online 
learning effectiveness during this special time. 
Through a mixed design, the study revealed the 
effect of educational levels, gender, and personality 
traits on online learning outcomes but, our paper 
dealt the topic with a new sight by studying the 
impact of people life's characteristics on their 
educational level using the main social features as 
gender, residential location, and work status from 
big data of Egypt census 2017. That can use this 
relational analysis result to enhancement the means 
and utilities of education. 
 
3. THE MODEL DESCRIPTION 

 
Once data has been processed and cleaned, the next 
phase is usually the exploration phase. In this phase, 
data scientists /analysts can apply a variety of 
techniques to understand and analyze the data [29]. 
The process of exploration can help the analyst to 
determine which features are important, the 
relationship among features as well as their inter-
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dependencies. Exploratory data analysis also helps 
the analyst to answer questions raised before the 
exploration begins and can greatly help in reporting 
and business intelligence. [30] This research 
implements the exploratory data analysis module, as 
a step for building more efficient machine learning 
and AI models.  

3.3. The Proposed Module 

 
The proposed module used as a basic in this research 
to explore the selected sample of census data 
displayed as the following 

 

A. Data set description 

   The data of education section from the collected 
raw data of Egypt   census 2017, which include the 
personalized data for each citizen in all sides of life 
as living place, insurance, work sectors, education 
levels and other characteristics.  

B.  Data processed 

   Raw data is must be transformed into a usable 
form by include converting data into structured form 
(tabular). To process this structured data, cleaning 
and removal of outliers or useless features, filling or 
removal of missing values and 
standardization/normalization of the data values. 

C. Clean data set  

    Clean data set is often a part of the data processed 
stage. Clean data comes after data processed and 
organized. Data may contain duplicates, redundant 
features, errors, or be incomplete.  The most 
common task done in this stage include data 
deduplication, data normalization, feature 
segmentation, record matching.  

D.  Association rules  

     Data mining is the process of analyzing data from 
different perspectives and summarizing it into 
useful information. Data mining is an analytical tool 
for analyzing data. It allows users to analyze data, 
categorize it, and summarize the relationships 
among data. Technically, data mining is the process 
of finding correlations or patterns in large relational 
databases. Association rule learning searches for 
relationships among variables. 

3.4. Enhanced Module 

 
 The following steps illustrate exploratory data   
analysis (EBDA) stages in this research: 
        Step 1. Raw data selection  

The Sample of raw data collected for Egypt 
census2017 (education Part) as Big Data. 

       Step2. Data processed 
Convert raw data to structured data as create     
relational database. 
Step3. Data clean  
Filling null values, cleared the duplicate and 
normalized data, the data collected by 
application on tablet, filling form on website 
and mobile app so there was a lot of null and 
duplicated values to procced, I apply more than 
method to cleansing data as dummy variables 
and replaced nulls by Nan using python 
libraries. 
Step4. Exploratory data analysis 
Implement the exploratory data analysis 
module that is standard exploratory data 
analysis module and configure it to apply on 
Big Data and add a new step of implement two 
approaches of analysis to design a new 
modified model called (EBDA).there were 
more difficulty to apply analysis methods, both 
of traditional statistical method or machine 
learning module that was for the all data 
variables are categorical variables which was 
needed  more  steps to coding before applying 
specific analysis methods for categorical data. 
 

       4.   TOOLS AND METHODS   
 

Firstly, a data warehousing solution is required, 
which can be used for data storage. Besides this, 
the data concerned needs to be accessed, 
queried, retrieved, manipulated and analyzed. 
This requires a processing language that can be 
interfaced with the storage solution. In 
accordance with the requirements of the 
system, the technologies chosen for the 
implementation of this exploration are SQL, 
exploratory data analysis methods as step 
before predictive analysis machine –learning 
model and python language. The reasons for 
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chosen these tools and techniques explained in 
the following: 
 
A. Structured Query Language (SQL)  

 is a proven winner that has dominated for    
several decades. And is chosen in this study for 
the following reasons: 
SQL enables increased interaction with data 
and allows a broad set of questions to be asked 
against a single database design.  
SQL is standardized, allowing users to apply 
their knowledge across systems and providing 
support for third-party add-ons and tools. 
SQL scales, and is versatile and proven, solving 
problems ranging from fast write-oriented 
transactions, to scan-intensive deep analytics. 
SQL is orthogonal to data representation and 
storage. Some SQL systems support JSON and 
other structured object formats with better 
performance and more features than NoSQL 
implementations. [31] 
 

B.  Exploratory Data Analysis methods 

 Exploratory Data Analysis is majorly 
performed using the descriptive statistics 
methods. Descriptive statistics provide detailed 
summaries about observations or sample of 
data. These statistics could be quantitative, 
summary statistics like mean, mode, medians, 
percentiles, max and min etc. or visual, such as 
graphs and plots. Descriptive statistics can 
divide into Uni-variate, Bi-variate and multi-
variate analysis. [32]. 
 

                     1. Uni-variate analysis 
 

Uni-variate analysis is one of the simplest ways 
for describing data. The prefix “Uni” means 
“one”, meaning the analysis deals with one 
feature at a time. This means that when 
performing Uni-variate analysis, we do not 
consider ordinary relationships among features 
but instead the main purpose is to describe a 
single feature. The most popular descriptive 
statistics found in uni-variate analysis include 
central tendency (mean, mode and median) and 
dispersion (range, variance, maximum, 

minimum, quartiles and standard deviations. 
Using graphs and charts, there are several types 
of uni-variate analysis we can perform, some of 
which are Bar Charts, Histograms, Frequency 
Polygons and Pie Charts. 
 

         2. Bi-variate analysis 
  

Bi-variate analysis is one of the simplest forms 
of descriptive statistics. It means two features 
compared side by side for possible relationships 
[33]. The result of bi-variate analysis used to 
answer the question of whether a feature “X” 
depends on another feature “Y”, whether there 
is a linear dependence among these features and 
whether one can help predict another. Some 
popular types of bi-variate analysis include 
scatter plots, regression analysis and correlation 
coefficients. 
 

        3.  Multi-variate analysis 
 

 Multi-variate analysis is the analysis of three or 
more features and the relationship among them. 
It is more complex than both uni-variate and bi-
variate analysis. This type of analysis is mostly 
performed using special tools and software 
(Pandas, SAS, SPSS etc.), as working with 
three or more data features manually is 
infeasible. Multi-variate analysis is mostly 
preferred when the data set under consideration 
is diverse, and each feature or relation among 
features is important [34] [35].  
 
A.   The Association rules  

The association rules used within a dataset to 
discover nontrivial hidden patterns between 
items in a set could utilize either descriptive or 
predictive models [36] [37]. In many cases, the 
algorithms generate large number of 
association rules, often in thousands or millions 
[38]. It is almost impossible for users to 
visualize or validate such a large number of 
complex association rules, which limits the 
usefulness of data mining results. Therefore, it 
is important to identify that the components of 
an association rule are two sets of items: Left 
Hand Side (LHS) and Right-Hand Side (RHS). 
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The LHS is the antecedent (an item found in the 
transactions) and the RHS is the consequent (an 
item that is found in combination with the 
former) [39]. There are three measurements for 
an association rule, the Support rule, the 
Confidence rule and lift measurement rule. 
 
Support: 
 The support rule refers to the default popularity 
of an item and can be calculated by finding 
number of transactions containing a particular 
item (x, y) divided by total number of 
transactions (N). [40] 
 

Support=  
𝒇𝒓𝒆𝒒𝒖𝒆𝒏𝒄𝒚(𝒙,𝒚)

𝑵
             (1) 

 
Confidence: 
The Confidence rule is considered a 
localization measure of correlation between X 
and Y denoted by confidence (x → y) the 
confidence rule is calculated as the ratio 
between the support of the union between X and 
Y subsets and the support of X [41]. The ratio 
that greater than a user-specified confidence is 
said to have minimum confidence [42]. 
 

 Confidence = 
𝐬𝐮𝐩𝐩𝐨𝐫𝐭 (𝐱∪𝐲)

𝐬𝐮𝐩𝐩𝐨𝐫𝐭(𝐱)
 (2) 

 
Lift: 
A frequently utilized measure of association 
rule utility. 
Lift interestingness measure defines the number 
of transactions that contain the items used to 
find interesting patterns. The Lift measure is 
denoted by lift (x → y) [43].   
  

 Lift = 
𝒔𝒖𝒑𝒑𝒐𝒓𝒕(𝒙∪𝒚)

𝒔𝒖𝒑𝒑𝒐𝒓𝒕(𝒙)×𝒔𝒖𝒑𝒑𝒐𝒓𝒕(𝒚)
       (3) 

 
B. The Association rules implementation 

by FP –tree Algorithm 

 There are Different statistical algorithms have 
been developed to implement association rule 
mining. [44] Data mining is used to deal with 
the huge size of the data stored in the database 
to extract the desired information and 
knowledge. It has various techniques for the 
extraction of data; association rule mining is the 

most effective data mining technique among 
them. It discovers hidden or desired pattern 
from large amount of data. Among the existing 
techniques the frequent pattern growth (FP 
growth) algorithm is the most efficient 
algorithm in finding out the desired association 
rules. It scans the database only twice for the 
processing. [45] 
 
Frequent Pattern Algorithm Steps 
The frequent pattern growth method lets us find 
the frequent pattern without candidate 
generation.the following steps to mine the 
frequent pattern using frequent pattern growth 
algorithm:(Fptree algorithms flowchart shown 
in figure (1)) 

 The first step is to scan the database to 
find the occurrences of the itemset in 
the database. This step is the same as 
the first step of Apriori. The count of 
1-itemsets in the database is called 
support count or frequency of 1-
itemset. 

 The 
second 
step is to 
construct 
the FP 
tree. For 
this, 
create the 
root of 
the tree. 
The root 
is 

represented by null. 

 The next step is to scan the database 
again and examine the transactions. 
Examine the first transaction and find 
out the itemset in it. The itemset with 
the max count is taken at the top, the 
next itemset with lower count and so 
on. It means that the branch of the tree 
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is constructed with transaction 
itemsets in descending order of count. 

 The next transaction in the database is 
examined. The itemsets are ordered in 
descending order of count. If any 
itemset of this transaction is already 
present in   another branch (for 
example in the 1st transaction), then 
this transaction branch would share a 
common prefix to the root. 

 This means that the common itemset is 
linked to the new node of another    
itemset in this transaction. 

 Also, the count of the itemset is 
incremented as it occurs in the 
transactions. Both the common node 
and new node count is increased by 1 
as they are created and linked 
according to transactions. 

 The next step is to mine the created FP 
Tree. For this, the lowest node is 
examined first along with the links of 
the lowest nodes. The lowest node 
represents the frequency pattern length 
1. From this, traverse the path in the 
FP Tree. This path or paths are called 
a conditional pattern base. Conditional 
pattern base is a sub-database 
consisting of prefix paths in the FP 
tree occurring with the lowest node 
(suffix). 

 Construct a Conditional FP Tree, 
which is formed by a count of itemsets 
in the path. The itemsets meeting the 
threshold support are considered in the 
Conditional FP Tree. 

 Frequent Patterns are generated from 
the Conditional FP Tree. [46] 
 

 
                Fig (1) the FP-tree algorithms flowchart 

 
C.   Analysis in python 

Python is an increasingly popular tool for data 
analysis. In recent years, a number of libraries 
have reached maturity, allowing R and Stata 
users to take advantage of the flexibility, and 
performance of Python without sacrificing the 

functionality these older programs have 
accumulated over the years. [47] 
The high level, dynamic and interactive nature 
of this language combined with the abundance 
of scientific libraries make it a preferred choice 
for analytical tasks. Python language has been 
on the increase since the early 2000s, in both 
industry applications and research [48]. 
The python ecosystem of libraries some of 
which used in this research explained as the 
following: 
NumPy (Numerical Python) is a base data 
structure and fundamental package in Python 
and as such, numerous libraries are also built on 
top of it. 
Pandas is another popular package built on top 
of NumPy that is used for data manipulation 
and analysis [49].Some of the features available 
in Pandas are Data Frame objects for data 
manipulation, tools for reading and writing data 
between memory, hierarchical axis indexing 
functions to work with high dimensional data, 
time series functionality, data filtration and data 
alignment for handling missing data. 
Seaborn is built on top of Python’s core 
visualization library Matplotlib. However, 
Seaborn comes with some very important 
features as the following: 
● built in themes for styling Matplotlib 
graphics. 
● Visualizing univariate and bivariate data. 
● Fitting in and visualizing linear regression m 
models. 
● Plotting statistical time series data. 
● Seaborn works well with NumPy and Pandas 
data structures. It comes with built in themes for 
styling Matplotlib graphics. [50] 
Matplotlib is a multi-platform data 
visualization library built on NumPy arrays, 
and designed to work with the broader SciPy 
stack. Each pyplot function makes some 
change to a figure: e.g., creates a figure, creates 
a plotting area in a figure, plots some lines in a 
plotting area, decorates the plot with labels, etc. 
[51]. 

           5.  THE EXPERIMENTAL STUDY  
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Exploratory data analysis module (EBDA) 
implemented using the Python programming 
language, form, and finally, the visualization 
module holds numerous functions that aids easy 
visualization of (EBDA) builds by using many 
libraries like Panda’s data frame for data 
structure, NumPy for data analysis, Seaborn 
and Matplotlib for data visualization. Figure (2) 
display the dependency modules of building 
EBDM.and its design based on three modules 
(feature engineering, struct data, and 
visualization). The feature-engineering module 
contains functions to handle tasks such as 
cleaning, filling missing, aggregating, counting 
features in a dataset, struct data module handles 
all tasks relating to structured data in tabular  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
             Fig (2) EBDA component tools diagram 
Table (2) Panda’s Data Frame (Data Before Cleansing) 

 

 

 
Case study is a sample of education part in census 
Egypt 2017 raw data, the sample is about 10 million 
records and 30 fields that manipulate as big data. 
The census data in education sector include the 
educational level of each citizen beside other 
Personal Ingredients as the address, gender, living 
location (Urban or Reef), marriage status, age, work 
status.  
The census data collected from various resources as 
social media, filled applications on tablets, phone 
application and paper application by more than one 
hundred million Egyptian citizen. Data includes all 
information for every citizen, but this paper focal of 
education department. 
Work started with transform this raw data to 
structured data by using SQL database and import in 
python as data set using panda's data frame. As 
shown in table (2) 

Table (3) handling Null values 
 

 
Second step is data filtering and replace missing 
values with NAN's values using Panda library's 
tools. As shown in table (3) 
 

 
Final step is exploratory data analysis with three 
methods and using statistical and descriptive 
statistical libraries in python as Sklearn, Matplotlib, 
and Seaborn.as explained in the following section 
 
 

EDU_
COD

E 

EDU_JO
IN_COD

E 

EDU_JOIN_
LEVEL_CO

DE 

GENDE
R_COD

E 

UR_
COD

E 
2 5 Null 1 2 

2 4 2 1 2 

1 3 1 2 2 

2 5 Null 1 2 

1 3 2 2 2 

9 2 Null 2 1 

6 3 3 1 2 

9 2 Null 1 1 

2 5 Null 2 2 

11 2 Null 2 1 

EDU_
CODE 

EDU_J
OIN_C
ODE 

EDU_JOI
N_LEVEL

_CODE 

GENDE
R_COD

E 

UR_CO
DE 

2 5 NaN 1 2 

2 4 2 1 2 

1 3 1 2 2 

2 5 NaN 1 2 

1 3 2 2 2 

9 2 NaN 2 1 

6 3 3 1 2 

9 2 NaN 1 1 

2 5 NaN 2 2 

11 2 NaN 2 1 
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5.1.  Apply Univariate Analysis and Visualization 
Method  

 
 To explore variables one by one.  For categorical 
variables, frequency table used to understand the 
distribution of each category. It is also used to 
highlight outlier values.  The percentage of values 
can be calculated and represented under each 
category. It can be measured using two metrics, 
Count and Count Percentage against each category. 
A bar chart used as visualization. Create frequency 
tables (also known as crosstabs) in pandas using 
the pd. crosstab () function. The function takes one 
or more array-like objects as indexes or columns and 
then constructs a new Data Frame of variable counts 
based on the supplied arrays. The table below is one-
way table of the EDU_CODE variable (education 
level coding from 1 to 14 as shown in table (4)), 
which get a sense of the distribution of records 
across the categories. 
 

Table (4) One-Way Table Of The EDU_CODE 

 
     

The most useful aspects of frequency tables are 
that they allow extracting the proportion of the 
data that belongs to each category. The 
proportion of each education level display in 
the table (5). 
 
 
 

 

Table (5) The Proportion Of Education Levels 

 
 
 
                  
 
 
 
 
 
 
 
 
 
 

5.2. Apply Bivariate Analysis and 
Visualization Method  
To finds out the relationship between two 
variables and examines their correlation. By 
apply the Apply Bivariate Analysis and 
visualization, table (6) and graph (3) show the 
relation between EDU_CODE (Education 
level) and the GENDER_CODE (male 1, 
female 2). 

 
Table (6) The Relation Between Education Levels 

And Gender 

 
 
 
 
 

 

EDU_CODE 0 1 2 3 4 5 6 7 8 

1 0 0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 0 0 0 

3 0 0 1 0 0 0 0 0 0 

4 0 1 0 0 0 0 0 0 0 

5 1 0 0 0 0 0 0 0 0 

6 0 0 0 0 0 0 1 0 0 

7 0 0 0 0 0 0 0 0 0 

8 0  0 0 1 0 0 0 0 0 

9 0 0 0 0 0 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 1 0 0 0 

12 0 0 0 0 1 0 0 1 1 

13 0 0 0 0 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 

EDU_CODE Edu Level 
count% 

1 0.64351 
2 0.677238 
3 0.612545 
4 0.665534 
5 0.497359 
6 0.622168 
7 0.596722 
8 0.5613 
9 0.594026 

10 0.484619 
11 0.473211 
12 0.404597 
13 0.416168 
14 0.416501 

EDU_CODE GENDER_CODE 

1 2 

1 144269 135499 

2 93865 127122 

3 45489 38206 

4 2861 1848 
5 1382 1079 

6 44840 39600 

7 39675 35351 
8 31505 27577 

9 106305 82020 

10 14842 11520 

11 55781 43977 

12 1299 1007 

13 811 528 

14 682 324 
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Fig (3) The Relation Between Education Levels And   
Gender 

 
The Table (7) And Graph (4) Show The Relation 

Between EDU_CODE And UR. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table (7) The Relation Between Education Levels 
And UR (Urban And Rural) 

 
Fig (4) The Relation Between Education Levels And Ur 

(Urban And Rural) 

5.3. Apply Multivariate Analysis and 
visualization method       

                
To understand interactions between different fields 
in the dataset (or) finding interactions between 
variables more than two. The table (8) and graph (5) 
show the relation between EDU_CODE, UR and 
GENDER. 
 
Table (8) The Relation Between EDU_CODE, UR   And 

GENDER 
 
 

 
  
 Fig (5) The Relation Between Education Levels, Gender 

And UR 

EDU_CODE UR_CODE 

1 2 
1 105657 174376 
2 93865 67185 
3 34528 49172 
4 1786 2923 
5 1737 724 
6 33203 51242 
7 32544 42483 
8 32349 26737 
9 81155 107182 

10 17362 9001 
11 68869 30892 
12 1841 465 
13 1064 272 
14 822 184 

UR_CODE Urban Rural 

GENDER_CODE male female male female 

EDU_CODE   

1 54333 51226 89936 84273 

2 29451 37731 64414 89391 

3 18449 16076 27040 22130 

4 1012 774 1849 1074 

5 957 780 425 299 

6 17120 16083 27720 23517 

7 16862 15682 22813 19669 

8 16481 15868 15024 11709 

9 43564 37586 62741 44434 

10 9480 7881 5362 3639 

11 37578 31290 18203 12687 

12 1015 826 284 181 

13 628 435 183 89 

14 549 273 133 51 
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5.4.  Using FP_Tree To Implement Association 
Rules By Python 
 
First: apply FP-tree to find the association 
between education levels (EDU_CODE) and 
gender (GENDER_CODE) 
As seen in table (9), the support value for the 
first rule is 1.002. This number is calculated by 
dividing the number of transactions containing 
gender1 (male) divided by total number of 
transactions. The confidence level for the rule 
is 0.00069 which shows that out of all the 
transactions that contain gender1 (male), 0.07% 
of the transactions also contain EDU_Code01 
(The literacy). Finally, the lift of 1.005 tells us 
that male is 1.005 times more likely to enroll 
the literacy compared to female. 
 

Table (9) The Association Between Education           
Levels And Gender 

 
Second: apply FP-tree to find the association 
between education levels (EDU_CODE) And 
Urban & Rural (UR_CODE). As seen in table 
(10), the support value for the first rule is 
0.153006. This number is calculated by 
dividing the number of transactions containing 
edu_code1 (The literacy) divided by total 
number of transactions. The confidence level 
for the rule is 0.622 which shows that out of all 
the transactions that contain ur_code2 (rurally), 
60% of the transactions also contain 
EDU_Code01 (The literacy). Finally, the lift of 
1.082377 tells us that the rurally Inhabitants is 
1.08 times more likely to enroll the literacy 
compared to the urban Inhabitants. 
 
 

Table (10) The Association Between Education 
Levels And UR 

 
 

A common statistical approach used by 
researchers to examine relationships between 
variables is the regression framework. 
Regression modeling allows researchers to 
examine the specific effects variables have on 
one another, while simultaneously controlling 
for the effects that other variables may also 
have. Although many types of regression 
frameworks exist, the most frequently used in 
categorical variables analysis are logistic 
regression techniques (e.g., binary logistic 
regression and ordinal logistic regression) and 
Ordinary Least Squares (OLS) regression, 
which was used in this paper. 

 
5.5. Implement OLS Statistical Analysis Model in 

Python 
 
 The OLS model had implemented to find the 
relation between education level 
(EDU_CODE) as dependent variable and both 
gender (GENDER_CODE), Urban /Rural  
 
 (UR_CODE) as independent variables.  
Unstandardized regression coefficients in an 
OLS linear regression represent the slope of the 
line between the independent variables and the 
dependent variable, while holding constant the 
effects of the other variables in the model. Thus, 
coefficients interpret as a one unit increase in 
the number of Gender (independent variable) 
corresponds to and expected increase/decrease 
in education level (dependent variable), 
independent of the effects of the remaining 
variables in the model.  
Unstandardized regression coefficients should 
be used when examining results across studies. 

antecedents consequ
ents 

Suppo
rt 

Confiden
ce 

Lift 

(EDU_CODE_
01) 

(UR_COD
E_2) 

0.153 0.622 1.1 

(UR_CODE_2
) 

(EDU_CO
DE_01) 

0.153 0.266 1.1 

(EDU_CODE_
02) 

(UR_COD
E_2) 

0.134 0.696 1.2 

(UR_CODE_2
) 

(EDU_CO
DE_02) 

0.134 0.235 1.2 

antecedents Consequen
ts 

Supp
ort 

Confide
nce 

Lift 

GENDER_CO
DE_01 

EDU_CODE
_01 

1.02 0.0069 1.2 

EDU_CODE_
01 

GENDER_C
ODE_01 

1.05 0.0007 1.0 

EDU_CODE_
01 

GENDER_C
ODE_02 

1.09 0.0011 1.1 

GENDER_CO
DE_02 

EDU_CODE
_01 

1.03 0.0011 1.1 

EDU_CODE_
02 

GENDER_C
ODE_01 

0.85 0.017 0.8 
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The OLS model had implemented to find the 
relation between education level 
(EDU_CODE) as dependent variable and both  
gender (GENDER_CODE), Urban/Rural 
(UR_CODE) as independent variables. As seen 
in the following table (11), table (12) (OLS 
results tables), the coef value for the male 
(GENDER_CODE_01) is 0.0049 and the coef 
value of the female (GENDER_CODE_02) is 
0.0027 (The coefficient of variation (CV) is a 
relative measure of variability that indicates the 
size of a standard deviation in relation to its 
mean. It is a standardized, unit less measure that 
allows you to compare variability between 
disparate groups and characteristics) which 
shows that male is 1.8   times more likely to 
enroll the literacy compared to female. The coef 
value for the urban (UR_CODE_1) is 0.0477 
and the coef value of the rural (UR_CODE_2) 
is 0.0286 which shows that the rurally 
Inhabitants is 1.6 times more likely to enroll the 
literacy compared to the urban Inhabitants. 

 
Table (11) The OLS Regression Results Of An 

Education Level (Dep Variable) And Male 
(GENDER_CODE_01) And Urban (UR_CODE_1) 

(Independent Variables) 

 
 

 
 
 
 
 

 
 
 
 
 

Table (12) The OLS Regression Results Of An 
Education Level (Dep Variable) And Female 

(GENDE_CODE_02) And Rural (UR_CODE_2) 
(Independent Variables) 

 

      6.  COMPARISON OF MODULES (FP-
TREE MINING MODEL AND OLS 
STATISTICAL MODEL) 

 
The comparison will be between FP-tree 
associations Module against OLS statistical 
Module. The comparison will attempt to 
compare the performance of the algorithms in 
terms of: 
 • Execution time. 
 • Results generated.  
The number of items sets generated was 
included as an experimental result to determine 
whether there is a relationship between the 
number of item sets generated and execution 
time. 

a. Execution time 

 In terms of execution time [52], the FP-tree 
model depends on the support value. The 
increase is at a rate of approximately 5% 
between 0.1% and 0.05% support, and 10% 
between 0.05% and 0.01% support, shows the 
execution time for the algorithm tends to 
increase as the minimum required support is 
lowered. While the execution time of OLS 
remains relatively constant and independent 
that is there is no specific value to implement 
model and get results. This recommends that at 
very low support levels, the FTP-tree algorithm 
would in fact be slower than the OLS algorithm. 
This reinforces the initial proposal that OLS 
performs well in extremely low support 
situations. 

b. Results generated  

As show in the above results tables of the both 
models there is big relativity between two 
models results with the differently of results’ 
factors as in FTP-tree depends on support and 
confidence values as data mining analysis while 
OLS model depends on coef value as statistical 
analysis.  

 

       7. CONCLUSION 

In conclusion, Education is important to 
everyone as it gives shape to people’s life; it 
affects how we act, think, responds and gives 
path to life. Education is the process by which 

Dep.Variable EDU_CODE_01                      
Model                     OLS    

Method                     Least Squares                        
No. 

Observations     
1139670 

inDep.Variables Coef. 
GENDER_CODE_ 

02      
0.0027      

UR_CODE_02                0.0286      

Dep.Variable EDU_CODE_01                      
Model                     OLS    

Method                     Least Squares                        
No. 

Observations     
1139670 

inDep.Variables Coef. 
GENDER_CODE_ 

01      
0.0049      

UR_CODE_1                 0.0477       
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society deliberately transmits its cultural 
heritage and its accumulated knowledge, values 
and skills to each generation. In This paper we 
developed and implemented EBDA module to 
explore some effects of people life’s 
characteristics on their education level- using 
census EGYPT big data- and analysis relations 
between them with two approaches that give 
big tight results which could be directors for 
predictions, suggestions and recommendations 
of enhancement people educational level. This 
concluding section consists of major findings, 
limitations of this study, and future research 
directions.  
Major findings This study revealed the relation 
between the gender and geographical residence 
as a major sample of life characteristics and 
educational levels of Egypt citizen. This study 
could provide a meaningful reference for 
predictive analysis of the impact of the people 
life characteristic on their education levels. 
Limitations There are two limitations to this 
study. The first one, the data were limited to 
EGYPT only (EGYPT census Data). On the 
other hand, this study was implemented on 
education section of census data. 
 Future research directions. This research can 
lead to further analysis for more various life 
characteristics and predictive changes in 
education levels of people according to 
improvement of the surrounding coefficients. 
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