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ABSTRACT 
 

Data mining, an urging requirement within the current era and whose scope of research is predicted to be for 
upcoming decades. Among the competent techniques of data mining association rule mining plays an 
amazing role. This technique indicates on curious association, correlations and frequent patterns from the 
given data sources to be mined. The primary goal of association mining is to find common patterns and 
investigate association rules. There are a variety of association rule mining algorithms available, each with 
its own set of performance factors. Advanced of the association rules data structure format based on 
horizontal or vertical. Both structure formats are extensively applied in several association rule algorithm to 
attain the least execution time and minimum memory consumption. One of the established algorithms for 
association is Equivalence Class Transformation (Eclat). Deep learning (DL) has exploded as the current 
technology for mining of large amount of data from sources such as social media, internet, e-commerce, and 
online movie theatres. This massive volume of information is easily accessible and can share via cloud 
computing. In response to big data mining issues, the DL algorithm is recognized to be the most potential 
techniques when it reaches to association rule pattern generation. In this paper, we reviewed and analyzed 
the fundamental Eclat algorithm in DL. These reviews would determine some alternative approaches of deep 
learning techniques may be adopted in Eclat to boost the least execution time and reduce memory. 

Keywords: Association Rule Mining; Deep learning (DL), Eclat algorithm, Frequent itemset 
 
1. INTRODUCTION  
 

Deep learning especially useful when dealing with 
unstructured data because of its capability to process 
enormous amounts of data. Deep learning 
algorithms, on the other hand, may be excessive for 
simpler problems because they require massive 
amounts of data to be effective. ImageNet, for 
example, has over 14 million images to train for 
complete image recognition. A deep learning model 
can easily fail as a result of being overfit for 
generalise to new data in case data is incomplete. For 
many practical business problems, deep learning 
models do not appear to be as effective as other 
techniques. In some cases, deep learning might 
operate with lesser and organised datasets, such as 

multiclass classification. A deep learning example 
can be created by combining the deception detection 
system mentioned above. Layers of a social network 
layer add to each other in a way that would take years 
to process by a human. Open-source platform, image 
recognition apps and medical research infrastructure 
are just a few examples of how deep learning is 
making its way into our daily lives. 

2. RELATED WORKS 

Equivalence Class Transformation 
(ECLAT) [1, 2] is an acronym for Equivalence Class 
Clustering and bottom up Lattice Traversal [3], 
which uses depth-first search and a vertical layout, 
with every item represented by a set of transaction 
ID, tidset, whose transactions contain item. Intersect 
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the tidsets of its items will create itemset's tidset. It's 
rough to use the Apriori's downward closure 
attribute because of the depth-first search. Using 
tidsets, there will be benefit of eliminating needs for 
counting support because an itemset's support is 
determined by the sizes of the tidset that represents 
it and the sizes of tidset is really important because 
Eclat's major objective want to intersect tidset. There 
will influencing the program's execution time and 
the usage of memory. Larger datasets necessitate 
more time and memory. 

As [5] proposes a new vertical data 
structure called Diffset. Also introduces dEclat, an 
Eclat-based algorithm using diffset, building on the 
work of [4]. The use of diffsets has lessened 
considerably the size of the set, making set processes 
much quicker. dEclat has demonstrated significant 
performance and the usage of the memory 
improvements above Eclat, particularly on compact 
databases. Diffset mislays its benefit over tidset 
when dataset is sparse. As a result, the researchers 
recommend that sparse databases start with tidset 
format, then switch to diffset format once a 
substituting condition is encountered. Vertical 
Itemset Partitioning for Efficient Rule Extraction 
(VIPER) [6] has been proven to surpass an optimum 
horizontal algorithm. Apriori algorithm of the 
characteristics of all frequent item sets has been 
complete by VIPER and just needs to find the 
frequency for association rule mining.  

Following up from the work done in [4, 5], 
the authors developed a new method for vertical 
representation in which they cast-off a mixture of 
tidset and diffset. To represent databases, the diffset 
was sorted in decreasing order. [7]. It is claimed that 
the approach removes the requirement to check the 
exchanging condition and convert tidset to diffset 
format nonetheless of database condition (sparse or 
dense). Furthermore, the mixture can completely 
leverage the benefits of both the tidset and diffset 
formats, with preliminary findings indicating a 
decrease in regular diffset size and database 
processing pace. Despite confronting support in 
frequent item mining, [3] proposes an enhanced 
research in which a support count conjecture and 
traditional Eclat improvement are obtainable. 
Introduced the new-fangled Bi-Eclat algorithm 
classified according to support. Items in transaction 
cache are in decreasing order based on frequency, 
whereas during the support count, itemsets go in 
ascending order of support. When tested on a 
number of publicly available datasets, it 
outperformed traditional Eclat. 

Inspired by vertical format to gain quicker 
support (frequency) of itemset, the author in [8] 
introduces Postdiffset algorithm that mines in tidsets 
format for the first level while mining in diffset 
format the next level onwards. The performance (in 
execution time) of mining itemsets are compared 
between traditional Eclat (tidset) [4], dEclat [5], 
sortdiffset [7] and Postdiffset, and yet, Postdiffset 
turns to be the third after dEclat and sortdiffset [7]. 
The performance results vary depending upon the 
occurrences of each itemsets either in dense or sparse 
datasets. For optimization purposes, author in [9] has 
summarized few alternatives such as item reordering 
[10], partitioning [11], sampling [12] and FP-Tree 
(frequent pattern tree) [13], are yet to be justified. 

 In this paper, the objective is to find the 
discrepancies in traditional Eclat-based algorithm, 
and the initiative is to offer the opportunity on the 
improvement specially in the filtering itemset 
criteria with the use of deep learning (DL) 
algorithms. Among the DL algorithm reviewed are 
Deep Convolutional Neural Network (DCNN) and 
Deep Non-Nested Generalized Exemplars (NNGE), 
Partial Tree (PART), Modified Decrease Support of 
LHS Item Using ECLAT (MDSLE) and Frequent 
Vertical Compressed Transaction Database 
Algorithm (FREQVCTDB). These efforts are 
focusing on improving the matching accuracy and 
execution time complexity through the memory 
space reduction and minimizing transaction 
modification. 

3. DEEP LEARNING ALGORITHM 

3.1 Deep Convolutional Neural Network (CNN) 
 

The traditional concept of CNN [14] for 
classification has transformed to a modern approach 
for feature selection. Handling lots of data with 
multiple class identities can only be classified with a 
multi layers network. Learning large array of 
features has implementation problems which result 
in computation cost and lack of efficiency. 
Decomposing large feature arrays is significant 
method to address the above issue. Detecting the 
code word and data point, those are highly correlated 
in a typical scenario. All data points and code works 
represented by a feature set can be normalized ∥ xj 
∥2= ∥ bi ∥2= 1 I≤ j ≤ n, 1 ≤ i ≤ m, x1 and x2 are two 
points in the region X. An optimal solution for 
reducing the dictionary size is done with the code 
word formation. A code word collectively represents 
multiple data points. The approach data is 
represented has a big influence on how well deep 
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learning algorithms work. Every piece of data must 
be regarded as a feature. This depends on 
representation in a general phenomenon that appears 
throughout deep learning. When designing features 
or algorithms for machine learning, our goal is 
usually to identify and separate the factors that make 
variations in feature classifications [14]. These 
factors mainly depend upon the sources of data and 

the methods used to generate data also. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: The Basic Functionality of CNN 

 

Based on Fig.1, The convolutional layer's main 
purpose to be identify local conjunctions of 
preceding layer features and a feature map of their 
appearance. Convolution in neural networks splits 
the image into perceptions, which creates local 
receptive fields before compressing the perceptions 
into 𝑚2 ×  𝑚3 feature maps. Hence, this map keeps 
track of wherever the feature appears within image 
and how far it fits the filter. Thus, each filter is 
spatially prepared in relation to the location within 
the capacity in which it is used, and each layer has a 
store of m1 filters. The depth of the volume of output 
feature maps corresponds to the amount of filters 
used in single phase. Five convolutional layers, three 
filters, and three fully connected layers made up a 
successful deep learning model. With drop out 
values, the learning rate was observed. A higher 
level of accuracy was achieved, and the 
proportionality of build time in relation to the 
number of features was studied [14]. The proposed 

work can face many challenges in the medical field 
because it is an excellent classification and attribute 
selection method. With the chosen data set, the 
outstanding performance and results establish the 
proposed concepts experimentally and theoretically. 

3.2 Deep Non-Nested Generalized Exemplars 
(NNGE) 

NNGE [15] is a learner that is based on 
instances and hybrid technique that joins the Nearest 
Neighbor classifier concept with the rule-based 
classifier. A group of generalised exemplar or hyper-
rectangles is generated. Generalised exemplar is an 
example’s collection those may regarded in the role 
of a classification rule [16]. Considering the purpose 
of producing a generalised exemplar, it borrows the 
closest neighbor's distance function element and 
calculates the correlation among the generalised 
instance and a training set instance. The resemblance 
amid a hyper-rectangle and an instance does not have 
to be identical, and it might be partial based on a 
distance function. Nonetheless, the NNGE's distance 
function for computing similarity is stated in 
equation. (1) to equation (4) as denoted by [17]. 

𝐸 =  −  𝑝  ×  logଶ 𝑝
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Based on equation above, Pi is the porbabiliity, Ej is 
the jth example's feature value, Wj stand for the 
weight of hyper-rectangle jth feature, Wh goes for the 
mass of hyper-rectangle and Hj will be jth feature 
value of hyper-rectangle. The maxvalj and minvalj 
are the maximum and minimum boundaries for the 

(1)  

(2)  

(3)  

(4)  
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jth feature value of instance and Hlower and Hupper are 
the minimum and maximum boundaries for the jth 
feature value of hyper-rectangle. Nevertheless, IB4 
is the features system for calculating weights that 
applied [15]. NNGE is a straightforward and 
dominating predictor that can help accelerate the 
classification process, which is why it was proposed 
for protein complex prediction. [17]. As a result, it 
does not create overlapping hyper-rectangles during 
the model modification and generalisation phases, 
which enhances accuracy and augments the 
classification process. Thus, in terms of precision 
and complexity of time, the findings prove NNGE 
surpasses the current schemes (i.e., Random Forest 
and Probabalistic Bayesian Network). Because of 
NNGE's capability to handle sequential data, it is 
well-suited with datasets in which each situation is 
represented as a set of circumstances in 
chronological direction [18]. 

3.3 Partial Tree (PART) 

Few methods for generating predictions 
using a rule set have been investigated. C4.5 [15, 19] 
and RIPPER [15, 20] are two of the most popular 
approaches. These methods produce a generalised 
set of classification rules. Furthermore, they both 
imply double phases in making generalised set of 
rules. They generate an initial rule set in the first 
phase, and then use a comprehensive elevating 
policy to adapt or abandon these rules in the second 
[15]. C4.5, for instance, generates an upruned 
decision tree before converting to a set of rules. For 
each parent-to-child connector path, a rule is 
generated. Then, to make each rule more simples 
individually, a rule-ranking method is used. Finally, 
until the rule set's error rate on training instances 
decreases, rules are remove. For rule generation, 
RIPPER employs a divide-and-conquer method. It 
merely generates single rule at a time, and remove 
the occurrences from the training set that this rule 
covers. It will keep generating fresh rules until the 
training set contains no more instances. To build a 
rule, PART [15, 21] creates a limited decision tree 
based on the provided collection of instances. To 
prevent global optimization, the leaf with the highest 
coverage is usually induced, and the generated 
partial decision tree is deleted. The induced rule-
covered occurrences from the training set are also 
removed. This process is repeated until the training 
set is depleted of instances. The simplicity of PART 
as a prediction method is the driving force behind it. 
It does not require global optimization, which 
reduces the time complexity and improves the 
efficiency of the performance [21]. Furthermore, the 

literature [14, 22] shows that tree-based approaches 
to prediction are becoming more popular. As a result, 
higher prediction results may be obtained when 
PART, a hybrid method that infers a rule set from a 
decision tree, is used. PART, however, surpasses 
other current methods in relations of time 
complexity and accuracy, such as Random Forest, a 
tree-based approach, and Probabilistic Bayesian 
Network. 

3.4 Modified Decrease Support of LHS Item 
Using ECLAT (MDSLE) 

A hybrid method that uses the ECLAT 
algorithm with a heuristic technique to obscure 
sensitive rules. MDSLE is the name given to this 
hybrid algorithm (Modified Decrease Support of 
LHS item using ECLAT) [23]. To accelerate the 
association rule hiding processes, this algorithm is 
applied [24]. The following are the stages of the 
MDSLE algorithm. The very first stage involves 
preprocessing a decentralized database in which only 
non-private items are submitted to the method for 
producing frequent item sets. The ECLAT method is 
utilised to generate frequent item sets in this case 
[25]. ECLAT algorithm is given minimum 
confidence and minimum support as input in the 
second stage. For generating frequent item sets, a 
depth first search approach is used [26, 27]. Frequent 
item sets is generated [28] in the third stage, using 
the minimum confidence, minimum support and 
distributed database that has been processed as input. 
As a result, the generated item sets have more or 
equivalent support than the minimum support. The 
frequent item sets generate association rules in the 
fourth stage. The primary objective of the fifth stage 
is to find the rules that contains the item that 
frequency in the actual database must be decreased. 
A sensitive item is one of these, and such rules that 
contains referred to as a sensitive rule. The sensitive 
rule, (A→B), from generated rules is selected. 
Additionally, the LHS [23] item is investigated as a 
sensitive item. 'A' is a sensitive item in this case. In 
the sixth step, select ‘A' from the LHS. Next stage, a 
sanitized database is obtained from the use of 
technique for hiding heuristic association rules, 
lowers ‘A' and ‘B' support through lowering the left 
side support of item ‘A', then lowering the rules 
confident whereas ‘A' and ‘B' occur below its 
minimum confidence. As a result, changing the LHS 
value in transaction can lower its support. The 
number of transactions that need to be changed that 
contain sensitive items is determined. The sensitive 
item's support count is reduced by removing A from 
the transactions. The sanitised database could be 
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obtained in the last stage with removing the sensitive 
item or changing the item value with "*" in the 
selected transactions. Other transactions will have no 
effect on the value of the items involved [23]. The 
generation of the sensitive rule will be prevented if 
association rule mining is performed with sanitised 
database that minimum support and confidence are 
equal. As a result, when the database is processed 
using the association rule mining technique, the 
MDSLE algorithm protects the user's personal 
information from being revealed. MDSLE algorithm 
was tested on a distributed medical database, with 
the goal to reduce the value of modified transactions 
when using a heuristic association rule hiding 
algorithm [23]. The MDSLE algorithm also 
discovered to be extensible as the transactions value 
increased. Therefore, MDSLE framework 
concentrates on reducing the time to execute and 
minimising transaction through efficient hiding of 
sensitive rules of a single item [23]. 

3.5 Frequent Vertical Compressed Transaction 
Database Algorithm (FREQVCTDB) 

The main purpose is to conserve memory 
space while compressing frequently used items. 
Run-length encoding [29] is primarily applied in 
image compression, however the aim here is on 
implementing frequent pattern mining by 
constricting frequent items in a dense and effective 
style. When compared to horizontal compression, 
vertical compression is superior. The vertical data 
layout, referring to several writers, outperforms the 
horizontal data layout by a significant margin. When 
executing RLE in the algorithm, the vertical data 
layout has been considered. In the sense that their 
contraction is minimal, the finish set of original 
frequent patterns can be improved. To compress the 
original transactional data, the CT-Apriori [22] 
algorithm employs a compact tree structure known 
as CT-tree. The CT-Apriori algorithm, which is 
developed from the Apriori algorithm, may create 
common patterns rapidly by avoiding the initial 
database scan and saving a considerable amount of 
I/O time every database scan. The FREQVCTDB 
Algorithm is developed in three stages. Stage 1 is 
Transaction Database Recompression, which 
involves transposing vertical data layout from a 
horizontal data layout. Stage 2 involves Determining 
the Transaction's Statistical Properties, one of which 
is the database's density. Maximum density and 
Minimum density are two types of density. Stage 3 
is database compression using RLE, which 
compresses all of the columns in TDB and stores 
each column in its own output file. Merge all 

columns in the output file recursively to create a 
single compressed dataset. Using the FREQVCTDB 
algorithm, calculate the amount of compression in 
order to determine how much space is saved. It is 
calculated using the Space Savings Ratio (SSR) as in 
equation (5), which is defined as the ratio between 
the sizes of the original transaction database (So) and 
the compressed transaction database (Sc) [29]. 

Space Savings Ratio  

= 1-  
ୱ୧ୣ ୭ ୲୦ୣ େ୭୫୮୰ୣୱୱୣୢ ୢୟ୲ୟୠୟୱୣ (ୗୡ)

ୱ୧ୣ ୭ ୲୦ୣ ୰୧୧୬ୟ୪ ୢୟ୲ୟୠୟୱୣ (ୗ୭)
 

It can also be used to calculate the cost savings from 
a smaller database. Prior to optimization, a statistical 
examination of the features of the input data was 
carried out. The analysis was carried out using three 
methods: Density, Distance, and Entropy [29]. The 
efficiency of runtime performance of the suggested 
algorithms was estimated using a best-case and 
worst-case analysis. The obtained results may be 
more subjective rather than fully complete insights, 
which would be incompatible with the 
aforementioned caveats. As to recapitulate, the 
review and analysis of deep learning algorithms is 
summarized in Table 1. 

For our next research, we would discover on having 
deep convolutional neural network (DCNN) in Eclat 
by introducing few layers in multi-filtering 
algorithm of true candidate itemsets. This could be 
conducted via the implementation of Keras 
framework in Tensorflow with our database 
integration of breast cancer dataset, a benchmark 
dataset which is publicly available. This future-to-be 
experimentation is vital in diagnosing the feasibility 
of our proposed algorithm in deep learning 
environment. 

 

 

 

 

 

(5) 
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Approach Mining Strategy Data source Techniques Advantages Disadvantages 
Deep 
Convolutional 
Neural Network 
(CNN) 

Deep Learning Transaction 
data 

Applying a filter 
to an input results 
in the creation of 
a feature map, 
which 
summarises the 
presence of 
detected features 
in the input. 

Better accuracy 
and 
proportionality 
of build time 
with regard to 
the number of 
features 

Requires a 
large Dataset to 
process and 
train the neural 
network 

Non-Nested 
Generalized 
Exemplars 
(NNGE) 

Deep Learning Transaction 
data 

The distance 
between a new 
instance and a 
collection of 
exemplars is used 
to classify the 
new example. 

Improve the 
accuracy and 
reduce time 
complexity 

Large volumes 
of data create 
problems to the 
scalability of 
any detection 
system. 

Partial Tree 
(PART) 

Deep Learning Transaction 
data 

RIPPER's 
separate-and-
conquer strategy 
is implemented 
and combined 
with C4.5. 

Improve the 
accuracy and 
reduce time 
complexity 

A minor 
adjustment in 
the data can 
result in a 
significant 
adjustment in 
the structure, 
resulting in 
instability. 

Modified 
Decrease Support 
of LHS item 
using ECLAT 
(MDSLE) 

Deep Learning Transaction 
data 

Remove the 
sensitive item 
value to sanitise 
the database from 
selected 
transactions. 

The efficient 
hiding of 
sensitive rules 
for a single 
item, may 
improve 
execution time 
and minimize 
transaction 
modification. 

Cannot select 
multiple items 
to hide. 

Frequent Vertical 
Compressed 
Transaction 
Database 
Algorithm 
(FREQVCTDB) 

Deep Learning Transaction 
data 

With Run-length 
Encoding in 
vertical data 
layout, save 
memory space 
while 
compressing 
frequently used 
items. 

Reduce the 
original 
database's size. 

Not suitable 
with sparse 
dataset 

Table 1: Reviews Summary of the Mining Strategies 



Journal of Theoretical and Applied Information Technology 
15th March 2022. Vol.100. No 5 

2022 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
1493 

 

4. CONCLUSION 

Association rule mining relies heavily on the 
frequent item sets to generate from a dataset. The 
most often used algorithm is the Apriori algorithm 
for generating frequent item sets. However, as the 
database grows, the value of database scans that 
must be performed grows as well, lengthening the 
execution time. From this critical review, combining 
deep learning and the Eclat algorithm to generate 
frequent item sets is a good idea because it requires 
fewer database scans, giving a great result in 
performance and reducing execution time. This 
inspires the future work of applying deep learning 
with Eclat algorithm. As for the accuracy, filtering 
technique has the advantage as deep convolutional 
neural network (CNN) provided. In term of time 
reduction, mostly deep learning approach give a 
great result by suppressing the dataset. Those result 
gave us huge indication in choosing the convenient 
deep learning approach in our next research with 
Keras framework in Tensorflow. One machine 
learning open-source software library called 
XGBoost, that provides a gradient boosting 
framework for several scripting such as C++, Java, 
Python, R, Julia, Perl, and Scala. Operable in 
Windows, it offers a scalability, portability and 
provides for a Distributed Gradient Boosting library. 
We hope to give some improvement result as deep 
learning contributes to a significant future study with 
our database integration of breast cancer dataset. 
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