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ABSTRACT 
 

This paper proposes a deep neural networks model to predict COVID-19 patients automatically based on 
chest X-ray images. The model is trained using imbalance dataset with a new hybrid balancing technique 
proposed to solve this problem. The Deep Convolutional Neural VGG-16 is trained and utilized to extract 
features from a given chest X-ray image after some preprocessing steps. To overcome the data imbalance 
issue, a new hybrid Class Weights-SMOTE is applied to the extracted feature vector and compared with 
traditional balancing techniques. The feature vector is then classified utilizing a Fine-tuning VGG-16. The 
model provides a multi-classification for the input x-ray images into COVID-19, Normal, and Pneumonia. 
Comparison with existing methods shows that the proposed model achieves a superior classification 
accuracy and outperforms all other models, providing 98% accurate prediction and improving the model’s 
performance on minority-class samples to achieve high accuracy 100%. The findings of this study could be 
useful for diagnosing COVID-19 from chest X-ray images. 
Keywords: Coronavirus, Gaussian filter, Imbalanced data, Class Weight, SMOTE 

 
1. INTRODUCTION 

Coronavirus disease, generally referred to as 
COVID-19, may be a quite respiratory organ 
infection illness. It is caused by a novel virus 
known as severe acute respiratory syndrome 
coronavirus two (SARS- CoV-2). Coronaviruses 
are a family of viruses that are well-known to 
cause diseases such as the common cold, severe 
acute respiratory syndrome (SARS), and Middle 
East respiratory syndrome (MERS) [1, 2]. 

The coronavirus disease was first discovered 
in the city, China, in December 2019 [3], to 
control the large spread of the COVID-19 virus, it 
requires correct detection and treatment. Reverse 
transcriptase-polymerase chain reaction (RT- 
PCR) is the commonplace diagnostic examination 
for COVID-19. The high generality of PCR for 
diagnosis of COVID-19 is because of its high 
properties and sensitivity (i.e., over 90%) [4, 5], 
though there are limitations of the COVID-19 
PCR technique as taking a long time, 
expensive, and limits the number of tools 
available due to the long production time [6]. 

Taking into consideration the serious rates of 
growth of COVID-19, a quicker and cheaper 
testing mechanism is needed to deal with this 
disease outbreak. Researchers have found that 
radiological screening such as computed 
tomography (CT) and X-rays have high 
performance in COVID-19 diagnosis and can 
be an efficient tool for large-scale examination 
[7]. 

Chest X-ray is the most efficient method for 
diagnosing COVID-19, which plays an animated 
role in clinical nursing and medical specialty 
analysis [8]. It is fast, cheap, and gives the patient 
a lower radiation dose compared to magnetic 
resonance imaging (MRI) and computed 
tomography (CT) [9]. However, making an 
accurate diagnosis from X-ray images requires 
expert knowledge and experience [10]. 
However, the Coronavirus disease pandemic is 
speedily raising the need for knowledge in this 
field. It has improved perception and focused 
attention on the need for automatic detection 
techniques based on intelligent methods to give 
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assistance to diagnosing patients at the 
appropriate time with acceptable accuracy [11]. 

 
Artificial intelligence (AI) and machine 

learning techniques would help experts to detect 
COVID-19 carefully and quickly. Over recent 
years, machine learning techniques have been 
rapidly improved and combined into computer-
aided design systems (CAD) to supply careful 
and quick diagnosis. The salient success of AI 
brings more signs of progress in medical image 
analysis. The capability of an efficient AI 
model is strongly dependent on learning from a 
sufficient number of training samples [12]. 

 
Deep learning (DL) is one of the popular 

research fields in AI which allows the creation 
of an end-to-end model to obtain confident 
outcomes. This is done utilizing input images 
without any manual feature extraction and 
classification from images. DL makes a 
breakthrough in disease diagnosis by     performing 
a difficult diagnosis for radiology experts using 
massive amounts of images [13]. 

 
Methods such as Convolutional Neural 

Networks (CNN) usually require huge 
amounts of data for training. Labeling this 
data by specialists is both expensive and time-
consuming. Sometimes, the amount of data is 
not enough for the training process. The 
shortage of data is considered an obstacle to 
CNN in practical applications. Transfer 
learning (TL) seems to solve this problem. The 
TL technique is utilized to supply a pre-trained 
structure in a knowledge base that can from the 
same or another space, taking advantage of the 
information obtained to resolve new issues more 
quickly and viably. The biggest advantage of 
utilizing the transfer learning method is that it 
allows the training of data with fewer datasets 
and requires fewer calculation costs [14]. 

 
Classification as being a main task in DL is 

a predictive modeling issue that includes 
assigning a class label to each sample [15]. One 
of the main challenges in classification tasks is 
the class imbalance, where the contribution of 
the minority-class samples to the final network 
model is certainly much smaller than that of the 
majority-class samples, Imbalanced 
classifications lead to a challenge for 
predictive modeling as most of the machine 
learning algorithms utilized for classification 
were designed for the assumption of an equal 
number of samples for each class. This results 
in models that have poor predictive 
performance, especially for the minority class. 

This is an issue because usually, the minority 
class is more important, and therefore the issue 
is more sensitive to classification errors for the 
minority class than the majority class [16]. 
Different balancing techniques like resampling 
methods (such as RUS (Random Under 
Sampling), ROS (Random Over Sampling), and 
SMOTE (Synthetic Minority Oversampling 
Technique)) and class weighting are introduced 
to handle imbalanced datasets. 

 
This paper introduces a new multi-

classification model for chest X-ray images using 
an imbalanced dataset. The model proposes a new 
hybrid technique between class weighting and the 
SMOTE method to solve the imbalanced dataset 
problem. The model is able to classify chest X-
ray images into normal, COVID-19, and 
pneumonia infection images. The model consists 
of four main phases: data preprocessing, feature 
extraction using fine-tuned VGG-16, solving 
imbalanced dataset problems using a hybrid 
technique, and finally the classification phase 
using a fully connected neural network. 

 
A comparative comparison between the 

proposed hybrid technique using class-weighting 
and SMOTE method against different balancing 
techniques on the testing dataset is introduced to 
prove the efficiency of the proposed technique 
in solving the imbalance dataset problem. 
Results show that the model’s performance on 
minority-class samples has a large development 
after applying a hybrid balancing technique. It 
improves the COVID-19’s predicted accuracy 
from 95.7% to 100%. 

 
The main contributions of the proposed model 

can be outlined as follows: 

 It can provide an acceptable accuracy and 
a fast classifier with chest X-ray images 
into Covid-19, normal, and pneumonia. 
 

 The GF technique is applied to remove the 
noise that exists in the image and provide 
an acceptable diagnosis of COVID-19 
diseases. 

 A new hybrid technique of imbalanced 
data is applied to balance the samples of 
COVID-19, normal, and pneumonia 
classes and improve the accuracy of the 
minority class to reach 99.1%. 

 A comparative study between the 
proposed balancing hybrid technique and 
four traditional balancing techniques is 
introduced to evaluate the effect of the 
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proposed technique on the classification 
performance. 

 The proposed method has proved its 
superiority to state-of-the-art models for 
COVID-19 diagnosis in terms of 
overall accuracy, precision, recall, and 
F- score measurements. 

The remainder of this paper is organized as 
follows: Related work approaches typically 
utilized for the diagnosis of COVID-19 chest X-
ray are introduced in Section 2. In Section 3, the 
proposed method steps based on fine-tuned 
VGG-16 and a hybrid balanced technique are 
proposed. Section 4 shows the experimental 
results with a comparative analysis of them 
with state-of-the-art models. Finally, 
conclusions and future work are introduced in 
Section 5. 

 
2. RELATED WORK 

The classification and diagnosis of COVID-
19 from chest X-ray images have attracted 
more attention from researchers to diagnose and 
predict this disease. In this section, state-of- the-
art models with diagnosis methods based on 
deep learning architecture are discussed. 

 
Hemdan et al., [17] proposed a framework, 

called COVIDX-Net that can aid radiologists in 
diagnosing COVID-19 patients utilizing X-rays. 
The framework is evaluated utilizing a dataset 
of 50 X-ray images split into two classes: 25 
COVID-19-positive images and 25 COVID-19-
negative images. The images utilized were 
resized to 224×224 pixels. The COVIDX-Net 
framework applies seven deep learning models: 
MobileNet, ResNet-v2, Inception-ResNet- v2, 
Xception, Inception-v3, DenseNet, and 
modified VGG-19. Their evaluation results show 
that the VGG-19 and DenseNet models 
achieved high performances with an F-score 
of 91%  for COVID-19 cases. 
 

In addition, Hassanien et al., [18] presented 
a classification method that utilizes multi-level 
thresholding and an SVM to detect and 
diagnose COVID-19 in lung X-ray images. 
Their method was tested on 40 contrast-
enhanced lung X-ray images (15 healthy and 
25 COVID-19-infected regions) with a 
resolution of 512× 512 pixels. Their 
classification method has given a sensitivity of 
95.76%, a specificity of 99.7% and an 
accuracy of 97.48%. 

 
Chaudhary et al., [19] proposed the 

EfficientNet CNN model for the detection of 
COVID-19 from chest X-ray images. This work 
utilized the open-source COVIDx dataset. It has 
approximately 14000 X-Ray images with three 
classes: normal, pneumonia, and COVID-19. 
This work achieved a  test accuracy of equal to 
95% and a sensitivity value of 100% for 
COVID-19. 

 
Hasan et al., [20] proposed a deep 

learning-based model to predict COVID-19 
patients utilizing pneumonia chest X-ray 
images. Some deep learning features such as 
AveragePooling2D, flatten, dense, Image Data 
Generator, and dropout are utilized to 
preprocess the data, and a CNN-based VGG16 
model is utilized to classify chest X-ray 
images             of COVID-19 patients and predict 
COVID-19 patients with pneumonia. The 
model predicted pneumonia with an average 
accuracy of 91.69%, a sensitivity of 95.92%, 
and a specificity of 100%.  

 
All of the previous research use TL to provide 

either a binary or multi-classification for COVID-
19 diseases utilizing chest X-ray images. The 
proposed studies (Hemdan et al., [17], Hassanien 
et al., [18]) considered a fairly large number 
of chest X-ray samples to validate the CNN 
models. Chaudhary et al., [19] and Hasan et 
al., [20] utilized larger datasets to validate 
their models, but these datasets of Hasan et al. 
[20] led to the class imbalance problem. The 
main limitation of the model [20] is that it was 
validated on a very low count of COVID-19 
samples (i.e. 460). This model achieves a poor 
predictive performance for the COVID-19 class, 
while the Pneumonia class achieves a high 
predictive performance due to the imbalanced 
data. The proposed model provides a solution for 
a multi-classification problem of COVID-19 with 
the imbalanced dataset. 

 
3. THE PROPOSED METHOD 

This work proposes a new hybrid balancing 
method using class-weighting and SMOTE 
techniques for introducing a multi-classifier 
model of chest x-ray images. The model       utilizes a 
fine-tune of the VGG-16 network to extract the 
main features of X-ray images. A set of 
preprocessing steps is proposed to enhance the 
input images fed into the model. The proposed 
method includes four main phases: image

preprocessing using Gaussian smoothing filtering, 
resizing of images, normalizing of images. The 
second phase is feature extraction phase using the 
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fine-tuning VGG-16 model, followed by a new 
hybrid balancing technique for handling the 
imbalanced training data problem, and finally a 
multi-classification phase using the CNN model. 

Figure 1 shows the architecture of the proposed 
method. More details about the proposed methods 
are shown in the following subsections. 

Fig. 1: Architecture Of The Proposed Model

 
3.1 Description of Data 

The benchmark data utilized in this paper 
has 6432 chest X-ray images with three 
categories (COVID-19, Normal and 
Pneumonia). This dataset [21] is available for 
free from Kaggle. The images are also labelled 
as 0, 1 and 2 for COVID- 19, normal and 
pneumonia images, respectively. Images are 
collected from various publicly available 
resources [22, 23, and 24]. Figure 2 shows a 
few sample chest X-ray images from the 
dataset. Table 1 indicates the description of the 
utilized dataset. As shown in Table I, the dataset 
is split into training and testing sets. The 
proportion of data assigned to training for 
COVID-19, Normal, and Pneumonia is 

imbalanced. This issue will be solved by using a 
new hybrid balancing technique as shown in the 
following. 

          TABLE 1: Description of utilized dataset. 
 

Category Training set Testing set 

COVID-19 460 116 

Normal 1266 317 

Pneumonia 3418 855 

Total 5144 1288 

Percentage 80% 20% 
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Fig. 2: Samples of Chest X-ray Images 
 

 
3.2 Data Preprocessing 

This section gives a detailed description of the 
methods utilized in the preprocessing step. 

 
Gaussian filter-preprocessing: The Gaussian 

filter is a kind of image preprocessing that 
applies a filter on an image to remove noise and 
smooth regions of images [25]. This filter takes 
the surrounding pixels (the number of which is 
specified by the size of the filter) and returns a 
single number computed with a weighted average 
based on the normal distribution. Gaussian 
filtering is highly effective in removing noise 
from the image. In this paper, the size of the filter 
that would be utilized to reduce image noise is the 
value inside 3×3. The two-dimensional Gaussian 
filter is computed as follows: 

 

          G(x, y) = 
ଵ

ଶగ ఙమ 𝑒
—ೣమశమ

మమ                    (1) 

 
Where (x, y) indicates the Cartesian 

coordinates of the image that displays the 
dimensions of the window, and σ is the 

standard deviation of a Gaussian function [26]. 
Figure 3 shows a few sample chest X-ray images 
after applying a Gaussian filter. 
 
 

Fig. 3: The Impact Of Using GF On Chest X-Ray 
Dataset. 

 
Resizing: All the input X-ray images are of 

different sizes and shapes, which increases the 
difficulty of efficient classification. In order to 
efficiently perform classification tasks, image 
preprocessing is performed. In the proposed 
method, all input images are resized to 
224×224×3 pixels to be suitable for the VGG-
16 model. 

 
Normalization: Normalization of data is an 

important step and is generally utilized to keep 
numerical stability in the CNN                architectures. With 
normalization, the CNN model is learned faster 
and more stable for the gradient descent. 
Therefore, in this research, the pixel values of 
the input images after applying a Gaussian 
smoothing filter have been normalized between 
the ranges of 0–1. The images utilized in the 
datasets are gray-scale images and the rescaling 
was achieved by multiplying each pixel value by 
1/255.

3.3 Feature Extraction Using VGG-16 

CNN is a DL architecture that can determine 
and classify features in images. It has a multi-
layer neural network designed to analyze 
specific inputs and do specific tasks such as 
image classification, segmentation, and object 
detection. Also, DL healthcare applications 
such as medical images can utilize CNNs. The 
basic idea of CNN is to get features from the 
input (usually an image) at higher layers and to 
integrate them into more complex features at 
lower layers. Because of its multilayered 
architectural design, although it is 
computationally excessive, training such 
networks on a huge database takes several days. 

So, such a CNN has two Major parts: A 
convolution layer that divides the various 
features of the image for analysis, and a fully 
connected layer that takes the output of the 
convolution layer and predicts the best 
classification for the image [27]. 

 
    The most famous model that can be used for 
transfer learning is the VGG-16. The VGG network 
is proposed in 2014 by Karen Simonyan and 
Andrew Zisserman. VGG-16 is a CNN architecture 
that consists of 13 convolutions, rectification, 
pooling, and 3 fully connected layers [26]. The first 
part of the convolutional layer utilize 64 
convolution kernels. The second part of the 
convolutional layer utilize 128 convolution kernels, 
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the third part of the convolutional layer utilize 256 
convolution kernels, and the last two parts of the 
convolutional layer utilize 512 convolutional 
kernels. The convolution network utilizes a 3×3 
window size filter and a 2×2 pooling network. 
 

  In this work, the trained weights of the VGG-16 
network are loaded from the Keras library and 
deleted the classification output layers. After 
applying GF and normalization, images of size 
224×224×3 are fed into the pre-trained VGG-16 
model, which then extracts features automatically. 
These features, 7×7×512 may represent the 
colour and the shape descriptors like circularity, 
roundness, etc. The output features of the VGG-16 
model are reshaped into a vector of 25088. The 
architecture of VGG-16 without the fully 
connected layers is shown in Figure 4. 

3.4 Hybrid Balancing Technique Class Weight-
SMOTE 

An imbalanced dataset usually refers to an 
issue with classification issues where the number 
of instances in each class is not represented 
equally. Due to the differences between each class, 
the algorithm tends to be biased towards most of 
the existing values. It is not difficult to get good 

accuracy on these issues, but it does not mean 
that the model is good. The dataset [21] utilized 
here is imbalanced since the number of samples 
for COVID-19, Normal, and Pneumonia classes 
are equal to 460, 1266, and 3418 respectively. 
Figure 5 shows the distribution of the training 
dataset for each class. 

Fig. 5: The Classes’ Distribution Of Training Dataset. 

 
   As shown in Figure 5, the training dataset [21] 
utilized here includes more Pneumonia images than 
Normal and COVID-19 images, which may cause 
the model to be biased towards Pneumonia image 
detection than COVID-19 and Normal. 

    

Fig. 4: VGG-16 Architecture 
 
Different techniques such as resampling methods 
and class weighting methods are utilized here to 
handle imbalanced dataset issues. 
 
   The first technique is resampling methods, which 
consist of two categories: under sampling methods 
and oversampling methods. Under sampling 
methods such as the RUS method decrease the 
number of majority classes by removing random 
images from the majority class in the training 
dataset until the classes become balanced. 
Therefore, the training process can be easily 
implemented, and it enhances the issues associated 
with run time and storage [29]. Oversampling 
methods such as ROS and SMOTE methods 
increase the number of the minority class in the 
training dataset. ROS increases the number of 

minority classes by repeating the randomly selected 
set of instances from the minority class so that the 
majority class does not have over existence during 
the training process [30]. ROS can increase the 
likelihood of occurring overfitting, since it makes 
exact copies of the minority class examples. 
SMOTE creates new artificial samples based on the 
feature space similarities between existing minority 
classes by introducing non-repeated minority 
classes. The introduction of the new examples 
effectively serves to alter the bias of the learner, 
forcing a lot of general bias, mainly for the 
minority class. The new minority samples are 
created out of existing minority class imbalances 
utilizing the k-NN algorithm. The neighbors from 
the k-NN are randomly chosen based on the 
number of over-sampling that is needed [31, 32]. 
 
   The second technique is class weights, which 
gives a weight for each class, which focuses more 
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attention on the minority classes such that the final 
result is a classifier that can learn equally from all 
classes. This is done to limit the size of the weight 
update in favor of the majority class. Small class 
weights and large class weights are assigned to the 
majority class and minority class, respectively. The 
balanced class weight for each class is calculated as 
follows [33]: 
  

      𝑤 =
௦

∗௫ೕ
                                     (2) 

 
   Where 𝑤  is the weight for each class j, 𝑠 is the 
total number of training dataset, 𝑛 the number of 
classes, and 𝑥 is the total number of each class j. 
 
   In this paper, a new hybrid balancing technique, 
Class Weight-SMOTE, is proposed. It suggests first 
using class weights to update the weights of the 
classes and increase the weights of the minority 
class using the previous equation (2) of balanced 
class weights. High weights are applied to the 
COVID-19 class, whereas low weights are applied 
to the other two classes. There are very few 
examples of the COVID-19 class, so the weight 
update is needed. Then, the SMOTE technique is 
utilized to generate a new synthetic examples along 
the line between the minority example and it’s 
selected nearest neighbors to oversample the 
minority class to balance the class distribution.  
Thus, the overfitting problem is avoided and causes 
the decision boundaries for the minority class to 
spread further into the majority class space.  
The difference in weights will influence the 
classification of the classes during the training 
phase. The main purpose is to punish the 
misclassification made by the minority class by 
setting a higher class weight and at the same time 
reducing weight for the majority class by utilizing a 
class weights technique. So that the network pays 
more attention to them when training. At the same 
time, avoid the overfitting by applying SMOTE to 
generate new artificial samples for the minority 
class as required. The addition of these 
synthetically generated minority class samples 
makes the class distributions a lot more balanced.  
The combination of SMOTE and Class Weights 
have a positive effect on the minority class 
accuracy and is able to improve the performance of 
the model than plain SMOTE and Class Weights.  
Algorithm 1 shows the hybrid Class Weight-
SMOTE algorithm. 
 
 
 

Algorithm 1 Hybrid Class Weight-SMOTE 
algorithm. 
  

Input: Imbalanced train chest X-ray Dataset. 
Method: 
Compute the weight for each class. 
Select Minority class sample, apply k-Nearest 
Neighbor. Compute the difference and gap. 
Compute the artificial data in feature space. 

    Output: obtain the balanced dataset.
 

 
    Different balancing techniques such as RUS, 
ROS, SMOTE, class weight are applied in this 
paper. After applying RUS, there will be 460 
COVID-19 images, 460 Normal images, and 460 
Pneumonia images, whereas applying ROS and 
SMOTE techniques, there will be 3418 COVID-19 
images, 3418 Normal images, and 3418 Pneumonia 
images. Figure 6 shows the class distribution of the 
training dataset after applying RUS, ROS, and 
SMOTE techniques. When applying the class 
weight, the values of the updated weights of the 
COVID-19, Normal, and Pneumonia classes are 
3.73, 1.35, and 0.5 respectively. One disadvantage 
of RUS approach is that some useful information 
might be lost from the majority class due to the 
under sampling. The disadvantage of the ROS 
technique is that it causes overfitting due to the 
repeating of instances which does not add any 
actual data to the training set. Experimentally, 
SMOTE has been shown to perform well against 
random over sampling due to synthetic minority 
class instances being added to the training set by 
creating a new dataset. 
 

Fig. 6: The classes’ distribution of training dataset 
after applying RUS, ROS, and SMOTE techniques. 

 
   After applying a new hybrid balancing technique, 
the values of the updated weights of the COVID-
19, Normal, and Pneumonia classes are 3.73, 1.35, 
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and 0.5 respectively, while the number of instances 
in the COVID-19, Normal, and Pneumonia classes 
is 3418, 3418, and 3418 respectively. 
Figure 7 shows the class distribution of the training 
dataset after applying a hybrid balancing technique. 
 

Fig. 7: The classes’ distribution of training dataset after 
applying Hybrid balancing technique. 

 
3.5 Classification 

After the features were extracted 
automatically using pre-trained VGG-16 and a 
balanced training dataset, the classifier was used 
for the prediction and classification of chest X-
ray images. 

The fine-tuned VGG-16 model is used for the 
prediction and classification of COVID-19 images. 
During fine-tuning, the following modifications 
are performed on the model for retraining the 
model using the dataset [19]. The classification 
output layers of the VGG-16 network are removed 
and fine-tuned for VGG-16 by retraining only the 
last three layers of the VGG-16, while freezing the 
rest of the layers of the model to update its weights 
with the used dataset [19]. Then, the redesigned 
new classifier part of the model uses 2048, 512, and 
128 neurons in its hidden dense layers. The output 
layer of the model has 3 neurons to classify images 
into three classes (COVID-19, Normal, and 
Pneumonia). Each dense layer (except the output 
layer) of the classifier part is followed by a Dropout 
with a rate of 0.4. The Dropout layer works by 
randomly dropping neurons during training. In the 
forward pass, the activations of the ”dropped 
neurons” are neglected and have no contributions to 
weight update in the backward pass where the 
Dropout layer gave better results. Dropout reduces 
the capability of the model while training and 
guides the model during training against overfitting. 
The dense layer utilizes Rectified Linear Units 
(ReLU) activation function while the output layer 
utilizes softmax activation function for multi-

classification. The mathematical computation of the 
softmax activation function is as follows [34]: 
 

Softmax (𝑥) =
ೣ

∑ ೣ
ೕసబ

                        (3) 

 
    Where xi denotes the input vector and n 
represents the number of classes. 

 
For training the model, a categorical 

cross-entropy loss function is utilized. The 
categorical cross-entropy function measures the 
performance of a classification model whose 
output (class score) is a probability value 
between 0 and 1. Categorical cross-entropy is 
calculated as [34]:  

 
𝐿(𝑦, 𝑝) = − ∑ 𝑦


ୀ log (𝑝)                   (4) 

 
Where 𝑦  is the actual value and 𝑝  is the 

predicted value. 

In the training step, because of the VGG-16 
was pre-trained, all the above layers of CNN 
architecture except the last three layers freeze to 
update their weights with the utilized dataset. 
The Optimizer, learning rate, and batch size are 
the most crucial hyper-parameters for tuning the 
DL models. Hence, the training model was 
performed using the Adam optimizer with 
categorical cross-entropy as the loss function. 
The learning rate of the model is equal to 
0.0001. The model was trained for 50 epochs, 
and the trained and validated batch size was set 
as 32. 

 

4. EXPERIMENTAL RESULTS AND 
ANALYSIS 

In this section, the results obtained from 
several experiments are introduced. Overall 
experimental analysis for COVID-19 prediction 
from chest X-ray images utilizing a pre-trained 
VGG-16 model and a hybrid balancing 
technique is presented. A comparative analysis 
of fine-tuning VGG-16 plus different balancing 
techniques and fine tuning VGG-16 without 
different balancing methods is carried out. The 
results obtained from the proposed method are 
compared with recent state-of-the-art 
approaches. Finally, the most effective 
performing model is obtained. 

The proposed model was trained on a 
colaboratory (Colab) where a Google search 
project is created to supply everybody with free 
GPU resources for their deep learning projects 
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and research. Each user has presently specified 
12GB of RAM, and it will be up to 25GB. 
Google Colab gives a single 12GB NVIDIA 
Tesla K80 GPU, and it can be utilized constantly 
for up to 12 hours. 

 
4.1 Evaluation Metrics of Model 

Performance 

Deep transfer model performance is assessed 
using various evaluation parameters such as test 
accuracy, precision measure, recall measure, and F 
measure [35, 36]. 

The precision determines the count of models 
predicted correctly from all positive classes. It is 
calculated as shown as follows: 

 

      𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

(TP+FP)
                              (5)                                      

A recall is the percentage of actual positive 
samples that are correctly predicted. It can be 
calculated as follows: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
்

(TP+FN)
                                       (6) 

 
The F score is a measurement of how close 

precision and recall are, and it is calculated as 
shown as follows: 

F-score = 2*
(Precision ∗ Recall)                (7) 

                   (Precision + Recall) 
 
   Finally, the accuracy in which is a measure of the 
model’s performance, and is computed by dividing 
the number of correct images by the total number of 

test images. It can be calculated as shown as 
follows: 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(TN+TP)

(TP+TN+FP+FN)
                          (8) 

 
 
   Where TP is the number of True Positive samples 
(i.e the model correctly predicts the positive 
category), TN is the number of True Negative 
samples (i.e the model correctly predicts the 
negative category), FP is the number of False 
Positive samples (i.e the model incorrectly predicts 
the positive category), and FN is the number of 
False Negative samples from a confusion matrix 
(i.e the model incorrectly predicts the negative 
category the negative result is false). 
 

4.2 Testing Accuracy and Confusion Matrix 
 

   Testing accuracy is an evaluation that determines 
the accuracy and performance of the proposed 
model. 
 
   The confusion matrix is a tabular method of 
visualizing the performance of the prediction 
model. Each entry in a confusion matrix refers to 
the count of predictions created by the model where 
it can be classified into the classes correctly or 
incorrectly. The confusion matrix and analysis of 
the matrix are provided in Figure 8 and Table 2 to 
test the performance of the proposed model. 
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(a)                                                                                                     (b) 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

(c)                                                                                                            (d) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
                            (e)                                                                                                          (f) 
 

Fig. 8: Confusion matrix for (a) CNN without balancing technique, (b) CNN-Class Weights, (c) CNN-RUS, (d) CNN-
ROS, (e) CNN-SMOTE, (f) Proposed model 
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TABLE 2: Performance matrices for the proposed models. 

 
    Six confusion matrices for different balancing 
techniques, the hybrid proposed model CNN-Class 
Weight-SMOT and the VGG-16 based model 
without balancing technique for COVID-19 disease 
multi-classifications are shown in figure 8. Table 2 
displays a detailed analysis of the proposed model 
compared with the traditional balancing techniques 
and CNN VGG16-based model without the 
balancing technique. The comparative study is 
based on precision, recall, F-score, and accuracy. 
Table 2 shows that for the COVID-19 instances, the 
CNN-based hybrid Class Weight-SMOTE obtained 
100% precision, 99% recall, and a 100 percent F-
score. The recall value (99%) indicates that the total 
number of false negatives is very low, whilst the 
precision value (100%) indicates that the total 
number of real negatives is very high. For the 
COVID-19 cases, the CNN-ROS and CNN-
SMOTE models achieved 100% precision, 100% 
recall, and a 100% F-score. The precision value 
(100 %) means that the total of the true negatives is 
very high and there is no false positive value, but 
the recall value (100 %) suggests that there are no 
false-negative samples. When compared to other 
proposed strategies, the CNN-ROS and CNN-
SMOTE models achieved the highest performance 
for COVID-19, reaching 100%, but CNN-ROS 
causes overfitting because the repeating of samples 
to balance the minority class samples.   
The normal classification recorded 95% precision, 
98% recall, and a 96% F-score for the hybrid 
model. While the pneumonia cases obtained 99% 
precision, 98% recall, and a 98% F-score, this 
shows that the hybrid model achieved high 
performance for normal and pneumonia classes 

compared with the other models in table 2. CNN-
ROS and CNN-SMOTE models achieve the highest 
precision, recall, and F-score for COVID-19 cases, 
while they achieve low values for the precision and 
F-score of normal cases. As shown in table 2, 
CNN-ROS and CNN-SMOTE models achieve high 
accuracy of 100% for COIVD-19 compared with 
other proposed models, but the hybrid model 
achieves high accuracy for normal and pneumonia 
classes, with values of 97.8% and 98%, 
respectively, compared with the rest of the models 
in table 2. The main objective of this paper is to 
achieve a good results in detecting COVID-19 
cases while not detecting false COVID-19 cases 
and making the classes more balanced. The 
empirical results in Table 2 reveal that the CNN-
based hybrid Class Weight-SMOTE technique 
makes the distribution of classes more balanced 
than other proposed techniques and avoids the 
overfitting problem in classification. Also, the 
precision, recall, and F-score for the CNN-based 
hybrid Class-Weights-SMOTE technique have high 
or equal values compared with other proposed 
techniques for all classes. The proposed model is 
able to improve the predicted accuracy of COVID-
19 from 95.7% to 100%. From the obtained results, 
it can be seen that the proposed model can be 
utilized as an alternate to RT-PCR, which takes 
around 4–10 hours to predict COVID-19 patients. 
We can utilize RT-PCR testing in those few cases 
where the proposed hybrid model is unsure about 
reducing the chances of errors. 

4.3 Comparative Analysis 

The above discussion proved that the 
proposed method CNN-Class Weights-SMOTE 

Models Classes Precision Recall F-score Accuracy 
 
CNN 

COVID-19 
Normal  
Pneumonia 

1.00 
0.91 
0.99 

0.96 
0.97 
0.97 

0.98 
0.94 
0.98 

0.957 
0.972 
0.97 

 
CNN-Class 
Weights 

COVID-19 
Normal 
 Pneumonia 

1.00 
0.94 
0.99 

0.99 
0.97 
0.98 

1.00 
0.96 
0.98 

0.991 
0.975 
0.977 

 
CNN-RUS 

COVID-19 
Normal 
 Pneumonia 

0.97 
0.90 
0.98 

0.99 
0.96 
0.96 

0.98 
0.93 
0.97 

0.991 
0.956 
0.959 

 
CNN-ROS 

COVID-19 
Normal  
Pneumonia 

1.00 
0.92 
0.99 

1.00 
0.98 
0.97 

1.00 
0.95 
0.98 

1.00 
0.984 
0.969 

 
CNN-SMOTE 

COVID-19 
Normal  
Pneumonia 

1.00 
0.95 
0.98 

1.00 
0.94 
0.99 

1.00 
0.95 
0.98 

1.00 
0.943 
0.987 

 
Proposed 
model 

COVID-19 
Normal 
Pneumonia 

1.00 
0.95 
0.99 

0.991 
0.98 
0.98 

1.00 
0.96 
0.98 

0.991 
0.978 
0.980 
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represents so well in diagnosing COVID-19 
from Chest X-rays. This section shows the 
comparison of the proposed model’s 
performance of CNN- Class Weight-SMOTE 
with an existing method [20] that has the same 
dataset. 

 
    Table 3 and Figure 9 show the comparison 
results of testing accuracy between the proposed 
models based on a new hybrid Class Weight-
SMOTE technique and traditional balancing 
techniques with an existing method [20]. As 
shown in Table 3 and Figure 9, the proposed 
CNN-Class Weights-SMOTE, and CNN-ROS with 
97.8%, 97.6%, respectively. Contrariwise, CNN 
without balancing technique, CNN-Gaussian filter 
(GF), CNN-RUS, and the existing method [20] are 
given the lowest scores compared with a hybrid 
model, since these techniques help to obtain 96.9%, 
97%, 95.9%, and 91.69% of accuracy, respectively.  
CNN-GF outperforms CNN, which is trained on 
imbalanced data because GF contributes in 
improving the model's performance by reducing 
noise from images. On the other hand, the CNN-
RUS model has the lowest accuracy since some 
essential information is lost when some samples 
from the majority class are removed, which could 
be significant for the induction process. Table 3 
shows that compared with the performance of the 
model trained on the imbalanced dataset before, the 
model accuracy's has increased by approximately 
6% and performs better than the other existing 
model for detection and classification of COVID-
19 from chest X-ray images.  Because after 
balancing the training dataset, the model learns data 
features without bias towards majority-class 
samples, it can better learn the data characteristics 
of minority-class samples. Since both types of class 
weights and the SMOTE balancing techniques are 
effective when used in isolation, it becomes more 
effective when both types of methods are used 
together. 
 

TABLE 3: Comparison Between Proposed CNN 
Model’s Accuracy And The Existing Models 

Models Accuracy 
CNN 96.8% 

CNN-GF 97% 
CNN-Class Weights 97.8% 

CNN-RUS 95.9% 
CNN-ROS 97.6% 

CNN-SMOTE 97.8% 
Hasan et al [18] 91.69 
Proposed model 98% 

 
 
 

Fig. 9: Comparison Between Proposed CNN Model’s 
Accuracy And The Existing Models. 

 
Table 4 shows the comparison of the proposed 
model’s CNN-Class Weights-SMOTE performance 
matrices Precision, Recall, F-score with the existing 
method that has the same data. The performance 
matrices of the proposed model give the highest 
value compared to the [20] model. As can be  
seen in Table 4, the precision of the COVID-19 
prediction for the Hasan el al [20] model is 99%, 
recall is 81%, and F- score is 89%, while the 
precision for normal case detection  is 83%, recall 
is 91%, F1-score is 87%, and the precision for 
pneumonia prediction is 95%, recall is 93%, and F-
score is 94%. The precision of COVID-19 
prediction for the proposed model is 100%, recall 
is 99%, and F-score is 100%. While the precision 
of normal case detection is 95%, recall is 98%, F-
score is 96%, and the precision of pneumonia 
prediction is 99%, recall is 98%, and F-score is 
98%. Therefore, it is concluded that utilizing the 
Hasan el al [20], there are higher chances of being 
wrong in diagnosing COVID-19 predictions 
compared with normal and pneumonia cases, 
whereas utilizing the proposed model creates a 
balance between classes and there are fewer 
chances of being wrong in diagnosing COVID- 19 
predictions compared with normal and pneumonia 
cases. Figure 10 and Figure 11 show a comparison 
of recall and F-score measures between Hasan el al 
[20] and the proposed model. Figure 10 shows that 
recall at 99% percent for the COVID-19 samples is 
the best because only one sample of COVID-19 
was missed. This means that our model is really 
good correctly predicted all the COVID-19 patients 
in the test set and is able to improve the recall 
further by 18%. F-score is the go to metric when it 
comes to class imbalance problems and depends 
heavily on how imbalanced our training dataset. As 
shown in Figure 11, F-score achieves 100% percent 
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for the COVID-19 samples which means our 
training dataset is more balanced and our model 
achieved a 11% F-score improvement (from 0.89 to 
1.00). Figure 12 shows an example of correctly 
predicted model images. As shown in Figure 12, 
the proposed model predicts three different classes 
of chest X-ray images, where the predicted class 
and target class are the same. As a result, it can be 
told that the proposed model could successfully 
identify each class due to the obtained results of 
three classes achieving high results as shown in 
figure 10 and figure 11. 
 

TABLE 4: Comparison Between Proposed CNN Model 
and the existing models 

 

Fig. 10: Comparison Of Recall Measure Between 
Hasan Et Al [20] And The Proposed Model 

Fig. 11: Comparison Of F-Score Measure Between 
Hasan Et Al [20] And The Proposed Model 

 

Fig. 12: The correctly predicted model’s 
 
5. CONCLUSIONS 

Early prediction of COVID-19 patients is 
essential to prevent the spread of the disease to 
other people. In this work, an automatic CNN 
model based on chest X-ray images affected by 
a new hybrid Class Weights-SMOTE balancing 
techniques is proposed to predict COVID-19 
patients. VGG-16 was trained on the imbalanced 
dataset and the balanced dataset after the hybrid 
balancing technique. The experiments have 
shown that the proposed model CNN-Class 
Weights-SMOTE is superior to the most state-
of-the-art models in solving the COVID-19 
prediction task, concerning different accuracy 
measures (e.g. accuracy, precision, recall, F-
score), and has achieved the highest average 
accuracy of 98%. In conclusion, results proved 
that the proposed model can effectively enhance 
the neural network’s ability to identify minority-
class samples in image classification tasks of 
deep learning and achieved high accuracy for 
COVID-19 100%. 

 
In future work, we plan to expand our 

research with other pre-trained CNNs to solve 
multi-classification problems. Expand this 
research to measure the grade of COVID-19 
that helps the physician know the patient’s 
condition. Also, Hyperparameter optimization is 
an active research point that required for 
automatic parameter selection rather than 
manual. We also expand this research to utilize 
more than pre-trained CNN architectures. 
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