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 ABSTRACT  
 

The level of security of the information and communication sector of an enterprise is a consequence of the 
effectiveness of solving problems of system analysis, management and processing of information in a 
corporate computer network. The article analyzes the problem of responding to incidents in cyberspace on 
the basis of existing centralized and distributed systems for collecting and analyzing events. Threats of 
unauthorized influences from trusted users are considered. An original method of system analysis, 
management and information processing of a corporate computer network is presented for review. The 
scientific novelty of the proposed solution lies in the ability to automatically control the traffic of a 
computer network and local information processes of its hosts based on an objective and informative 
register of events, protected from various external disturbances (from impersonation attacks to falsification 
of records) by using a modified decentralized blockchain storage with a trust management system to logged 
events. 

Keywords: System Analysis, Management, Processing, Logs, Blockchain Storage, Trust Management, 
Multilayer Encapsulation. 

 
1. INTRODUCTION  
 

Cybersecurity advocates as one of the key 
factors in the development of the national security 
strategy of the Russian Federation, affecting all 
spheres of society: from economic to social and 
political. The international community is 
developing various cybersecurity strategies 
designed to ensure the secure, reliable and resilient 
functioning of the cyberspace infrastructure with 
automatic control over emerging risks. 
Unfortunately, transnational cooperation in this 
area has been undermined by mutual accusations of 
various states and manufacturers of information and 
communication solutions in industrial espionage 
and political engagement. An example is the 
conflict between the United States of America and 
Huawei. Accordingly, the trend of development of 
our own proprietary systems for protecting critical 
national infrastructure is growing. 

In order to effectively respond to incidents 
in cyberspace, scientists are developing various 
algorithms and methods for the operation of 
intrusion detection and prevention systems. 
Original approaches in the field of identification of 
network anomalies and parallelization based on 
embedded microprocessor systems described in the 
works of A.S. Bondyakov, A.Yu. Efimov, S.M. 
Dotsenko, A.G. Vladyko, I.D. Letenko. [1-3]. 
Another concept is the use of machine learning and 
the development of automatic penetration testing 
into such classes of systems, described in the works 
of P.R. Chandre, P.N. Mahalle, G.R. Shinde, T. 
Zitta, M. Neruda, L. Vojtech, M. Matejkova [4–6]. 
Unfortunately, these systems are not focused on 
functioning in real infrastructures, where 
technologies of virtual secure communication 
channels and encryption protocols are used.  

The existing algorithms, methods and 
approaches are based on standard primary 
information collection agents: syslog system log in 
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Linux/Unix operating systems, evtx event log in 
Windows operating systems. But these logs are not 
exhaustively informative. As an example, it is 
worth mentioning continuous remote work using 
the RDP protocol for an hour, when on a remote 
machine in the evtx event log, instead of two 
entries for the types of events of interest, more than 
80 entries with log in log out types are formed, 
despite the continuous nature of the work. 
Accordingly, the investigation of cybercrimes will 
require additional sources and mechanisms (up to 
the analysis of temporary files and memory dump). 
Another significant disadvantage of best practices 
is the lack of verification of trust in the recorded 
information. The potential possibility of registering 
deliberately false information is not considered. 
This approach does not take into account insider 
attacks (malicious actions of trusted users), as well 
as impersonation attacks. It is worth noting that 
even the basic protocols of the TCP/IP stack and 
operating system mechanisms do not include 
authentication of the subject of interaction and 
metadata during communication. 

Thus, the problem statement is formulated 
as follows: existing solutions in the field of primary 
collection and processing of information about the 
events of the information infrastructure of the 
enterprise have low informativeness, do not verify 
the authenticity of the recorded information, while 
introducing significant redundancy. The 
consequence is the absence of global observability, 
a decrease in the effectiveness of monitoring and 
management of objects of corporate computing 
networks in conditions of a shortage of reliable 
initial conditions. 

Accordingly, the relevance of the 
development of methods for complex collection 
and processing of data with the ability to verify 
their authenticity and reliability is increasing. 

The purpose of this work was to develop 
an original method for system analysis, 
management and information processing of a 
corporate computing network operating on the basis 
of the TCP / IP protocol stack. 

The scientific novelty of the proposed 
solution lies in the possibility of automatic traffic 
control of a computer network and local 
information processes of its hosts based on an 
objective and informative register of events 
protected from various external disturbances (from 
impersonation attacks to falsification of records) by 
using a modified a decentralized blockchain storage 
with a trust management system for registered 
events. 

The limitation of the study lies in the 
permissible initial values and parameters of the 
object and subject of the study. The object of 
research is managed hardware and software hosts of 
the enterprise information infrastructure. The 
subject of the study is the traffic of computational 
networks operating on the basis of the TCP/IP 
protocol stack versions 4 and 6, and information 
processes of operating systems of the Linux, 
Windows, Mac OS family. 

The functioning of managed technical 
objects and systems is carried out on the basis of 
client and server operating systems of the Linux 
family (rpm-oriented versions of Red Hat Linux 8 
and 9, CentOS from v5 to v8, Fedora from v8 to 
v34 and their derived assemblies; deb-oriented 
versions of Debian from 4.0 <Etch> to 11 
<Bullseye>, Ubuntu from 7.04 <Feisty Fawn> to 
21.04 <Hirsute Hippo> and their derived 
assemblies, as well as Alpine Linux from v2.1 to 
v3.14 and many other versions) and Windows 
(Windows 7, 8, 8.1, 10, 11, Server 2008, 2008 R2, 
2012, 2012 R2, 2016, 2019, 2022). An optional 
(auxiliary, optional) requirement is Mac OS support 
(Leopard 10.5.8, Snow Leopard 10.6.8, Lion 
10.7.5, Mountain Lion 10.8.5, Mavericks 10.9.5, 
Yosemite 10.10.5, El Capitan 10.11.6, Sierra 
10.12.6, High Sierra 10.13.6, Mojave 10.14.6, 
Catalina 10.15.7, Big Sur 11.5.2, Monterey 12). 

The developed method is an integral part of 
the author's complex methodology of intellectual 
and adaptive management of the information 
infrastructure of the enterprise. The methodology 
and the system functioning on its basis should carry 
out comprehensive monitoring and management of 
all objects of the enterprise's information 
infrastructure: managed network equipment 
(switches, routers and other objects), user electronic 
computers, dedicated and virtual servers, managed 
network equipment, proprietary knowledge-
intensive systems, technical facilities and industrial 
systems (including components of automated 
process control systems). 

The proposed methodology and system 
should function at all levels of the TCP/IP protocol 
stack, comply with the standards of the IEEE 
protocols and technologies used, comply with the 
requirements of RFC 791, RFC 2474, RFC 3168, 
RFC 793/STD 7, RFC 768/STD 6 and a number of 
other governing documents, specifications and 
industry standards. 

It is necessary to provide support for various 
channel layer technologies, including IEEE 802.3 
Ethernet packet data transmission technology 
(100BASE-TX, 100BASE-T4, 100BASE-FX, 
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10GBASE-SR, 10GBASE-LR, 10GBASE-ER, 
10GBASE-SW, 10GBASE-LW, 10GBASE-EW, 
10GBASE-CX4, 10G-EPON, 10GPASS-XR, 
1000BASE-T1, 100G-EPON, 10BASE-T1L and 
many others).. 

 
2. ORGANIZATION OF AUTOMATIC 

TRAFFIC CONTROL FOR COMPUTING 

 To level the previously described threats, 
an original method of system analysis, management 
and processing of information of a corporate 
computer network using a modified decentralized 
blockchain storage and an author's system for 
managing the trust to registered events submitted 
for review. The purpose of this approach is to 
organize automatic traffic control of a computer 
network and local information processes of its hosts 
based on an objective and informative register of 

events, protected from various external 
disturbances: from impersonation attacks to 
falsification of records. 
 The objectivity of an event implies the 
transparent provability of the fact of its existence, 
combined with ensuring the confidentiality, 
integrity and authenticity of the data. 
 The informativeness of events is achieving 
by using the author's distributed system for 
collecting, processing and analyzing events of the 
enterprise network infrastructure. Above the 
standard agents of primary collection of 
information (event logs of the operating system, 
applications, network traffic, etc.), an abstraction 
layer is introduced in the form of the system 
module of the same name (Fig. 1). 
 

 

 
Object / Host Of Corporate Computer Network 

Fig. 1. The Sequence Of Identification And Processing Of Events On The Host. 
 

The module under index 2 performs not 
only parsing, but also identification, structuring, 
ranking, combining events with the identification of 
correlation. This allows you to significantly reduce 
the amount of data, unify their format for all 
operating systems, and increase information 
content. Its functioning is carried out on the basis of 
the original signature and statistical method of 
compiling the knowledge base of the system by 
testing and simulating known network and local 
disturbances with tracking the response of 
operating systems and applications in a 
virtualization environment. An automated 
investigation of correlated events is carried out with 
the use of deep analysis of the contents of packets 
and monitoring of the local work of users [7, 8]. 

This software package is subject to 
mandatory installation on gateway hosts (routers, 
switches, gateways and other objects integrated 
with the system of intelligently adaptive 
management of the enterprise network 
infrastructure). Installation on client computers is 
desirable but not required. The integration decision 
based on an estimate of the free disk space for the 
system and the capacity of the client computer. 

Let us consider the proposed approach to 
the construction of a modified de-centralized 
blockchain storage of the register of events (logs) 
with a trust management system for the registered 
information on a simplified schematic diagram of a 
corporate computer network, shown in Fig. 2. 
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Fig. 2. Schematic Diagram Of A Corporate Computer Network. 

 
The following objects function on the 

presented diagram: 
 complex firewalls "A" and "Б", interacting on the 
basis of a virtual secure communication channel in 
the global Internet; 
 Managed network switches "B", "Г", "Д", postfix 
L2 + reflects their partial operation at the higher 
levels of the OSI open systems interconnection 
basic reference model. A number of devices from 
different manufacturers allow their configuration 
via the HTTPS protocol (English Hy-perText 
Transfer Protocol Secure), but this does not mean 
the inclusion of full-fledged functionality up to the 
application level; 
 various server solutions "Ф", "З"; 
 personal (corporate) computers based on various 
operating systems "Е", "И", "X". 

Hosts (objects, nodes, nodes) "А", "Б", 
"В", "Г", "Д", "Ж", "З", "Е" are connected to a 
modified decentralized blockchain storage with the 
system trust management to the event registry 
(hereinafter simply the System), the computer 
"AND" is in the connection mode. Electronic 
computing device "X" is not connected to the 
system; it was accessed by an attacker from among 
the trusted persons. 

All clients of the blockchain storage are 
equal regardless of the pre-purpose of the host 
system, the services running on it, and its 
computing resources. The exchange between the 
clients of the system is carried out via an encrypted 
communication channel. At the moment of 
transferring the logs of any host (hereinafter log), 
the rest of the network participants check the 
legality of the occurrence of this event. Each of the 
participants, after checking the legality / evidence 
of the event, exposes him his own coefficient of 

confidence, at the same time. After that, all 
participants sign the developed coefficients with 
their digital signature. In the blockchain storage, a 
log file is recorded, encrypted by the host 
generating this event, as well as all event 
assessments (even with negative confidence 
coefficients) generated by the participants of the 
System. Confidence factors are used to analyze 
network performance and identify unauthorized 
external disturbances. 

As an example, it is worth mentioning 
various attacks using broadcast requests from 
insider "X". These unauthorized disturbances are 
produced and are transparent in network segment # 
1, since the managed network switch "B" does not 
block broadcasts, and all network traffic from this 
device is duplicated onto the complex firewall "A" 
by port mirroring technology. Node "E" was the 
first to register the attack and initiated the 
transmission of the event to other hosts to check 
and assess the reliability of the information. All 
hosts of a given network segment can check the fact 
of such an event by means of primary information 
gathering agents and a module of a distributed 
system for collecting, processing and analyzing 
events in the enterprise network infrastructure. 
Objects "A", "B", "Ж", "E" confirm the event by 
setting trust coefficients "1" to it, and then the log 
file is safely written to the knowledge base 
(blockchain storage). 

Thus, verification is carried out, 
verification of the objectivity, information content 
and authenticity of the event that has occurred, 
based on which it is possible to automatically 
control the traffic of the computer network and the 
local information processes of its hosts using 
specialized security tools. Further, it is necessary to 
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consider in detail the individual components of the 
System. 
 
3. STORAGE AND PROCESSING SYSTEM 

OF LOGS 
 

Information about events in the network 
infrastructure of an enterprise may be of interest to 
attackers as a set of initial information for preparing 
an attack; the decision to keep all logs in clear text 
is unacceptable. However, keeping data completely 
encrypted makes it harder to find it. As a 
compromise, it was decided to store the body of the 
log record in encrypted form, and use keywords 
that are stored in clear text for search. In this case, 
keywords can be used to prefetch data. The search 
itself is carried out in three stages: 
1) Primary search of pre-election data by keywords; 
2) Decoding the log of the electoral data body; 
3) An accurate search for the decoded data. 

After the third stage, the output will be 
data that fully corresponds to the search query. 
Note that this approach achieves multiple 
acceleration of the search by saving time to decrypt 
a large amount of information. 

A balance must be struck between 
descriptive accuracy and information disclosure by 
publishing keywords in clear text. For example, 
keywords such as "06/19/2019 15:47:23 
192.168.2.3:9999 FTP server start" can reveal 
information that at the specified time on the 
specified IP address on the non-standard port 9999 
the FTP server started working ... This may well be 
sufficient for the initial drawing up of a strategy of 
unauthorized impact on the object. It is proposed to 
use as keywords: date and time of the event, the 
name of the service that generates the log record 
(event). In this case, the record cell will look like 
this (Fig. 3). 
 

 
Fig. 3. An Example Of Data Writing To The Blockchain 

Storage. 

It is important to note that a simplified 
example of data for writing to a blockchain storage 
is provided. Formalization and unification of record 
types is organized by the signature approach for 
various types of events. 

 
 4. TRUST MANAGEMENT SYSTEM FOR 

REGISTERED INFORMATION 
 

One of the key differences of the proposed 
method is the introduction of a trust management 
system for the information being logged, using the 
trust coefficients of the log message. In this case, 
before any log is written to the blockchain storage, 
it is offered to be checked by the system's clients. 
Let us consider again using the example of a 
schematic diagram of a corporate computer network 
shown in Fig. 2. Client "Ж" offers to check a 
message about making a broadcast request to 
receive a pool of TCP / IP v4 stack settings by node 
"X" via DHCP v4 (Dynamic Host Configuration 
Protocol). The insider behind host "X" set a goal to 
disable the static settings of the network interface 
and initiate dynamic configuration. The rest of the 
network clients are trying to find information in 
their access to confirm or deny this event through 
the agents of the primary collection of information 
and the module of the distributed system for 
collecting, processing and analyzing events of the 
enterprise network infrastructure. 

In total, there are three possible actions for 
the checking host: 
1) the host can confirm the fact of the event 
occurrence: "+1"; 
2) the host can deny the fact of the event 
occurrence: "-1"; 
3) the host can neither confirm nor deny the fact of 
occurrence of the event: "0". 

In this case, each of the reviewers assigns 
a rating to the message: "+1", "-1" or "0", 
respectively, and signs it with his digital signature. 
In the presented example, the actions of the node 
"X" are transparent for the network segment # 1. 
Accordingly, objects "A", "B", "Ж", "E" again 
confirm the event by setting the confidence 
coefficients "1" to it. 

The rest of the hosts that are outside the 
considered network interaction can neither confirm 
nor deny the fact of the occurrence of the event and 
give a score of "0". Next, a secure log file is written 
to the knowledge base (blockchain storage). 

In the future, the system for detecting and 
preventing intrusions in managing information 
flows and processes based on a decentralized 
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register of events will analyze the trust rating taking 
into account the segmentation of incidents. 

 
5.  SECURE LOCAL AND NETWORK 

COMMUNICATION SYSTEM 
 

For connecting to the system, the host 
must generate private and public keys, and then 
generate a self-signed certificate based on them. 
The system does not use a single certification 
authority for signing certification requests, since 
such centralization would introduce additional 
security risks for corporate resources. The 
certificate is used to match the signature of trust 
coefficients when analyzing logs, as well as to 
organize secure group interaction of hosts in critical 
situations. 

After generating keys and certificates, the 
host connects to the system. In this case, the 
System, taking into account the presence of a new 
exchange participant, generates a session key to 
encrypt the data exchange channel between the 
participants. To generate a session key, the Diff-fi-
Hellman algorithm is used for an unlimited number 
of participants. In this case, if the host is 
disconnected, a new session key is generated, 
similar to the case of connecting a new host. 

Each of the participants encrypts the old 
session key with their own public key and makes a 
record about it in the blockchain storage. This is 
necessary to restore all session keys and decrypt all 
log messages in the storage by all clients of the 
System. Further, all hosts publish their public key 
certificates to the blockchain storage. The 
decentralized event registry data is encrypted with a 
symmetric cryptographic key generated from the 
current session key. 

After an event has occurred that led to the 
generation of a log message, the System node 
follows the algorithm: 
1) generates keywords based on log messages; 
2) gets a hash of log messages; 
3) encrypts the log message using the session key; 
4) sends a message to the blockchain network. 

Each of the network participants, using the 
same session key, decrypts the message and sets the 
trust coefficient to it. After all the marks have been 
set, the log record, along with all the marks, will be 
written to the blockchain storage. 

Intermediate saving of the session key in 
the system is necessary so that at any time, each of 
the participants can decrypt all their logs. In doing 
so, two important policies are followed: 
1) any of the new members has access to all logs of 
all members of the System from the moment he was 

added to the network (with the exception of private 
records). Decryption of earlier System logs is 
impossible for him; 
2) any of the remote network participants can read 
the logs only until the moment of their deletion. 
Decryption of later logs is impossible for him. 

Since in existing systems, network 
reconfiguration with the removal or addition of new 
nodes is rare, it is proposed to artificially generate 
the procedure for creating a new session in short 
time intervals (every 30 minutes). This parameter is 
configured optionally during integration. Even if an 
attacker obtains a session key, he will be able to de-
encrypt the logs only for a short period of time, 
within which confidential information of critical 
infrastructure objects of the enterprise will not be 
disclosed. 

 
6. MAKING PRIVATE RECORDS 
 

With this approach, in order for the system 
participants to assess the trust of the log message, 
that is, to confirm or deny the log event, all its 
participants must read all log events sent to the 
system. If in this case confidential information of 
critical infrastructure objects can be disclosed, a 
symmetric cryptographic key generated based on 
the session key and the user's private key can be 
used to encrypt the body of the log message. In this 
case, the message is marked as private: "public = 
False" and the trust coefficient will not be set, since 
the rest of the system participants will not be able 
to decrypt it. 

This approach is used to write private data 
that is not subject to disclosure - the host from 
which they were written to the blockchain storage 
can only read them. Since the score cannot be set 
due to the lack of confirmation of the identity of the 
log message that the client wants to write to the 
blockchain in encrypted public key form, and the 
log message that the client sent to certain nodes of 
the System. 

At the same time, the publication by all 
System participants of their public key certificates 
at the time of session generation allows participants 
to send encrypted messages to each other. This 
possibility should be considered only for the 
transfer of information messages between hosts, but 
not as a system of event acknowledgments for a 
narrow number of verifiers. Thus, the possible ways 
of organizing the data storage format are shown in 
Fig. 4 summarized:  
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Fig. 4. An example of data to be written to the blockchain storage. 

 
Method 1 was chosen as the main format 

to speed up data analysis by performing search 
queries on open records (key words) with 
subsequent decryption of the necessary information 
about events. 

Format II implies the storage of private 
records for which network participants assign no 
trust rating. This involves multilayer encryption of 
confidential information. 

There are many similar formats; they are 
optionally configured through the administration 
panel. In this case, various combinations of 
distributed multilayer encryption are possible, 
depending on the target needs and architecture of 
the computer network of the customer's enterprise. 
As an example, the format N is illustrated, where M 
is the number of encryption layers, and K is the 
number of field combinations for multilayer 
encryption M. 

The latter is the most sophisticated 
approach to data storage, in which any combination 
of encrypted fields and any number of encryption 
layers are possible. The balance between the speed 
of the system and the level of security of 

information resources depends on the needs of the 
end consumer of the product. 

It should be noted that, regardless of the 
selected data storage format, encryption is 
additionally carried out at the operating system 
level. 

 
7. RELIABILITY And FAULT TOLERANCE 

ISSUES 
Data protection in the normal mode of 

operation of the System is carried out by a 
symmetric cryptographic key generated based on 
the session key. If an attacker steals the database, 
he will not be able to decrypt it, since the last 
session key is not explicitly stored anywhere. 
Moreover, past session keys are encrypted for each 
host with asymmetric encryption. 

The system administrator protects 
distributed Denial of Service (DDoS) attacks. A 
corporate computer network necessarily uses the 
intelligent functions of the managed network 
equipment; it cannot have resources for a DDoS 
attack. The system monitors and blocks nodes with 
suspicious network activity. 
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In the case of a tail-end attack, in which 
the attacker removes the first blocks of the chain 
(truncates the tail), the verifying host, if it does not 
know the original length of the hash chain, is 
unable to detect the fact of the attack. The solution 
to this issue is end-to-end numbering of all blocks, 
while the first block of the chain, the so-called 
genesis block, is assigned a number equal to zero. 

The organization of network interaction in 
decentralized networks does not exclude the 
occurrence of collisions during the simultaneous 
processing of information flows. Two or more hosts 
could simultaneously identify a network event and 
broadcast it to the System for verification before 
writing to the blockchain storage. This entails two 
undesirable consequences: an increase in the 
volume of storage and a slowdown in the search for 
information on it. The second point is more critical: 
multiple recording of one event consumes the 
computing power of the network infrastructure. 
Such an event is offered to all clients of the system 
for checking many times before being written to the 
storage. Consequently, the participants in the 
network interaction, when checking this data, will 
spend resources to repeatedly generate confidence 
coefficients for information that is in fact the same 
event. Considering the possible rather large number 
of clients and their low processing power, such 
situations can greatly reduce the speed of writing to 
the storage. 

To prevent the described situations on 
each client in the module of the distributed system 
for collecting, processing and analyzing events 
(element under number 2 in Fig. 1), it is proposed 
to perform preliminary processing (marking) of the 
local history of incidents, consisting of the 
following stages: 
1) when an incident is detected, the identification 
coroutine places information about the event in the 
local storage of incidents, marking it as required to 
be stored in the blockchain; 
2) the synchronization coroutine reads the latest 
incidents from the local storage and initializes 
saving them in the blockchain, if they are marked 
with the corresponding flag, and then marks them 
as saved. By default, they are not removed from the 
local storage, but can be optionally configured, 
including specifying the required time intervals for 
cleaning. 

Full integration with a distributed system 
for collecting, processing and analyzing events not 

only avoids collisions, but also increases the speed 
of the System as a whole. When the client is offered 
the next event to check, he first searches his local 
storage. If he manages to find confirmation of the 
event, he immediately exposes him to the 
appropriate criterion of trust, without resorting to 
checking the incident by means of subroutines. If 
an event detected in the local storage is marked as 
requiring saving in the blockchain, the status 
"Saved by another client" is set to it. Thus, the 
synchronization coroutine in the client of the 
system will not send information about this incident 
to the blockchain, which prevents duplicate records 
in the main storage. If the client, while checking the 
next event, finds a retraction of the event by 
another incident, then he sets the corresponding 
coefficient for him. This does not change the status 
of an incident in the local storage, and the 
synchronization coroutine will be able to send 
information about this to the global storage at the 
next cycle. In this case, two records will be made in 
the system: the first one about incident A with a 
negative coefficient of confidence, and a record 
about incident Б with a positive coefficient of 
confidence. So record Б can be considered as 
refuting record A. 

If the client, when checking an event, 
cannot find any records that confirm or deny the 
event being checked, he starts checking the event at 
the level of subroutines that use the means of 
operating systems, services and various programs. 
In this case, the process of generating the 
confidence factor will take more time due to the 
need to collect process and analyze data. This 
information is not recorded in the local storage, 
since the incident detection coroutine did not 
consider it necessary to consider it. The Client of 
the System just attempted to verify the incident. If 
the incident checking routines can neither confirm 
nor deny the event, then an appropriate confidence 
factor equal to zero is set to it. 

It is possible to configure interaction with 
duplicate checks not only with a distributed system 
for collecting, processing and analyzing events, but 
also with agents of primary information collection. 
The balance between the redundancy of 
information, the consumed computing power and 
the speed of the method determines the profitability 
of the System configuration, depending on the tasks 
set. In general, the event processing procedure can 
be graphically depicted as follows (Fig. 5). 
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Fig. 5. Block Diagram Of The Event Handling Procedure 

It is important to note that integration with 
a distributed system for collecting, processing and 
analyzing events can be configured in several ways, 
depending on the requirements of the technical 
assignment. In the first case, it will duplicate the 
information of the decentralized event register, 
adding redundancy, but increasing the speed of data 
access. In the second case, the local event storage 
will not include the information of the main 
blockchain. The entries in it will be of value only 
for a short or medium-term period of time, after 
which they will be deleted. The local storage after 
starting and before terminating the work of the 
System client will be cleared of obsolete records, 
thereby saving space on the hard disk. The third 
mode allows you to profile and distribute 

information over two sources, optimizing the speed 
of programs with different purposes. The choice of 
the integration method depends on the requirements 
of the technical specifications, including computing 
power and the amount of information in the 
enterprise's network infrastructure. 

To assess the effectiveness of the proposed 
solution and confirm the operability of the 
hypotheses put forward, a technological con-veyer 
for the development of software products based on 
the DevSecOps methodology was built. Manual and 
automated testing was performed at each stage. For 
the purposes of experimental research, the software 
product (functioning on the basis of the method of 
system analysis, management and information 
processing of a corporate computer network) was 
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integrated into a real distributed multi-profile 
enterprise infrastructure with a number of 700 
hosts. The corporate network was distributed and 
corresponded to the initial conditions and 
restrictions presented in the first section (TCP/IP 
protocol stack v4 and v6, Windows/ Linux/ Mac 
OS family OS, etc.). 

As part of the first experiment, more than 
10,000 iterations of network attacks and 
unauthorized impacts on various segments of the 
network were carried out using active traffic 
analysis tools and information resources, including 
scanners, probes and pentest tools. A wide range of 
tools were used: from the standard Kali Linux suite 
to proprietary products written on the basis of the 
Researcher framework. The situation illustrated in 
Figure 2 was reproduced, but in different network 
segments with different topologies and structures. 
As part of the experiment, the correctness of event 
processing was determined from the moment of 
identification to the assessment of trust in it, saving 
to the blockchain and organizing control actions. 
The experiment was binary, each stage of the 
method was processed correctly, each node 
provided a correct assessment of the confidence of 
the recorded information in each of the 10,000 
iterations. Due to the specifics of the method, there 
is no need to talk about errors of the first and 
second kind, because the work does not affect the 
operation of the database and knowledge base of 
intrusion detection and prevention systems. For 
more than two years of continuous operation, the 
method has proven to be a reliable, fault-tolerant 
and secure solution. The size of the database of the 
distributed system for collecting, processing and 
analyzing events of the enterprise's network 
infrastructure ranged from 1.25 to 14.3% of the 
total volume of full-time knowledge bases of agents 
of primary information collection of various 
systems and services. The size of records of one 
host in the decentralized storage, taking into 
account multi-layer encryption, was 4 - 41.7% of 
the total volume of knowledge bases of local 
aggregators. Even with the duplication of all the 
listed knowledge bases, the introduction of 
redundancy is a low cost of improving the 
reliability, security and efficiency of the 
functioning of the enterprise's network 
infrastructure. 

 
8. CONCLUSION 

 
Within the framework of this article, an 

original method of system analysis, management 
and processing of information of a corporate 

computer network operating based on the TCP / IP 
protocol stack was presented. The scientific novelty 
of the proposed solution lies in the ability to 
automatically control the traffic of a computer 
network and local information processes of its hosts 
based on an objective and informative register of 
events, protected from various external 
disturbances (from impersonation attacks to 
falsification of records) by using a modified de- 
centralized blockchain storage with a trust 
management system for registered events. Another 
important aspect of scientific novelty is the 
profiling of access to information and protection of 
the data transmission process based on group and 
iterative multilayer encryption. 

The contribution of the presented scientific 
and practical research to the general body of 
knowledge lies in the scientific novelty and 
practical significance of the proposed method, 
namely, in the possibility of effective and objective 
management of information flows and enterprise 
processes based on a reliable and independent event 
registration platform. 

The software implementation of the 
method can be used as an additional module at the 
heart of intrusion detection and prevention systems, 
event collection, analysis and correlation systems. 
The proposed project can be used together with 
existing solutions [1-6], increasing their efficiency 
in real infrastructures where technologies of virtual 
secure communication channels and encryption 
protocols are used. 

In the next issue of the journal, a method 
for the formation of a decentralized register of 
events of the information infrastructure of an 
enterprise, functioning based on the proposed 
approach, will be presented. It is planned to 
highlight the stage of design and software 
implementation of the solution, followed by an 
experimental study of the effectiveness of its 
operation. 
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