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ABSTRACT 
 
Scientific breakthroughs in understanding the etiology of coronary artery disease (CAD) will allow for 
more accurate coronary artery disease (CAD) diagnosis and treatment techniques. Coronary Artery Disease 
(CAD) is a type of cardiovascular disease in which atherosclerotic plaques in the coronary arteries cause 
myocardial infarction or sudden cardiac death. In medicine, disease prediction based on Artificial Neural 
Networks (ANN) plays a significant role in enhancing the reliability of general population health care. So, 
our main goal is to propose an improved artificial neural network model in conjunction with a Meta-
heuristic algorithm that works with distinct types of CAD datasets with good accuracy. The system selects 
the most relevant or similar features from the raw dataset; this feature selection is achieved by the Meta-
heuristic algorithm. This model uses 18 input nodes, 18 hidden nodes, and 1 output node in an 18-18-1 
multilayered feed-forward network architecture, which is the best network for the prediction of CAD with 
the selected dataset. When using different methodologies on datasets dealing with coronary artery disease 
(CAD), the results may vary. Efficient medical diagnosis and analysis are important in selecting the 
important features. The Cleveland Heart Disease dataset, obtained from the UCI repository, was used in 
this paper; it contains 37079 person data records with 50 attributes. The proposed Improved Artificial 
Neural Network model with Meta-heuristic Algorithm results in 97.63% Sensitivity, 97.5% Accuracy, and 
97.35 % Specificity. 
Keywords: Coronary Artery Disease, Deep Learning, Risk Factor Meta-Heuristic Algorithm And Artificial 

Neural Networks. 

. 

1. INTRODUCTION 
 
         Heart disease (HD) could be an essential term 
for different types of diseases, factors and 
abnormalities that affecting the heart and also the 
blood vessels. The symptoms rely upon the 

particular variety of these diseases such as heart 
failure, hypertensive heart disease, coronary artery 
diseases, stroke, cardiomyopathy and congenital 
disease, heart arrhythmia etc. According to the 
World Health Organization, cardiovascular disease 
(CVDs) lead to thirty one percentages of all global 
deaths, with the number of deaths from CVDs 
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expected to reach thirty million by 2030. 
Cardiovascular diseases (CVDs) are a class of 
factors that affect the heart and blood vessels. 
Cerebrovascular disease, myocardial infarction 
(MI), coronary artery disease (CAD), rheumatic 
heart disease, peripheral vascular disease (PVD), 
stroke, and other conditions are included, but the 
most prevalent kind of cardiac disease worldwide 
is coronary artery disease. It is an issue brought 
on by fat buildup in the blood vessels and veins. 
Additionally, it hinders blood flow into the heart's 
veins and vessels, which results in insufficient 
blood and oxygen reaching the organ's interior. 
Angina, also known as Angina Pectoris, is a 
medical term used to describe cardiac pain brought 
on by insufficient blood flow to the heart. It is the 
preventative sign of receiving treatment for cardiac 
issues. This kind of discomfort can last for a few 
seconds or minutes. The illness known as 
congestive heart failure is characterized by the 
heart's inability to adequately pump blood to the 
body's other organs. The etiology of CAD or 
atherosclerosis has not been fully understood, 
besides familial and Meta-heuristic factors, 
acquired risk factors such as hypertension, cigarette 
smoking, high-density lipoprotein (HDL), left 
ventricular hypertrophy, hyperlipidemia, blood 
pressure, blood cholesterol and diabetes mellitus 
are associated with this disease. The prevalence of 
diabetes is increasing globally, and it has reached 
pandemic levels the worldwide. In accordance with 
Fisher, post-menopausal women, men older than 
forty five and the person with obesity have a risk 
factor. At the first plaque grows inside the coronary 
artery wall till the blood flow to the muscle of the 
heart is inhibited. The abnormal narrowing of the 
heart vessels is diagnosed by angiography, which 
costs high and has more complicated procedures, 
so researchers are trying to find alternative 
diagnostic methods [8]. When compared to 
previous decades, coronary artery disease has 
significantly increased and has already surpassed 
all other causes of death. It is extremely difficult 
for healthcare providers to promptly and accurately 
identify [33]. A significant obstacle in the field of 
medical informatics is the variety of issues that 
might arise with medical data. The following is a 
summary of these issues: i) Inaccurate, sparse, and 
temporal information; ii) Small samples; iii) 
Measuring attribute errors; iv) Inconsistencies in 
manual data collection; v) Missing values; vi) The 
skillfulness of medical analysts, practitioners, and 
technicians in making the diagnosis; and vii) The 
precision of the machines or instruments used in 
the diagnosis. The ability to discover new facts in 

the form of patterns from the history of information 
kept in databases is provided by machine learning 
or deep learning algorithms. One of these 
algorithms' main tasks is to predict diseases in their 
early stages. For patients to examine the signs and 
symptoms and underlying causes for an accurate 
disease diagnosis, a variety of expensive tests are 
necessary. On the other hand, utilizing deep 
learning or machine learning techniques, this 
quantity of patient testing can be reduced. This 
minimizes number of tests which plays considerable 
outcomes in time and accuracy level of prediction. 
Coronary artery disease prediction is essential since 
it permits healthcare professionals to analyze the 
attributes important for diagnosis like blood 
pressure, diabetes, age, height, weight, etc., 
effectively. The main goal of this research is to 
create a system that will assist doctors, such as 
cardiologists and lab technicians, in predicting the 
likelihood of developing coronary heart disease in 
its early stages. One can also get a precise picture of 
the situation right away and a quick result. The 
medical professionals can make judgments right 
away by using the results as a guide to take 
preventative steps against heart disease and help 
save lives. 
The specific objectives to achieve the aim are given 
below in sequence. 
 To train and test various machine learning 

classification algorithms using a sample 
dataset, and to quantify accuracy, 
performance, and error rate while taking 
various evaluation criteria into account. 

 Selecting the most effective and pertinent 
algorithms for algorithm modification. 

 Recognizing the shortcomings and making the 
required adjustments to address them. 

 Gathering relevant data from local datasets and 
the UCI Machine Learning database for 
efficient mining and prediction processes. 

 Create more effective artificial neural network 
architecture. Using updated data preparation 
techniques to reduce inconsistencies and 
prepare the dataset for future mining 
operations in order to produce better results. 

 Using a meta-heuristic algorithm to select the 
features that are most useful in the diagnosis of 
CAD. 

 Use the suggested modified algorithm to train 
and test the dataset. to assess and contrast the 
various degrees of accuracy, error rate, and  
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 Using the data, determine whether the person 
is having a heart attack or estimate the 
likelihood of developing heart disease in its 
early stages. 

To assess the degree to which the individual has 
been impacted, or to determine the degree to 
which the individual's condition deviates from 
that of the ailment from which they are suffering. 

 

2. RELATED WORK  
              
Many researchers are trying to predict coronary 
artery disease or to extract important risk factors, as 
it is a very serious disease. Feature selection, 
ensemble methods, and several classifiers are 
applied to several CVD datasets for the diagnosis 
of heart diseases [1][2]. Frantisek Babic et al. used 
Naïve Bayes, Decision Trees, Neural Networks, 
and Support Vector Machines to get a classification 
model that works on different types of heart 
datasets [3][9]. It is important to pay more attention 
to choosing the medical dataset that will give the 
best results in the diagnosis of patients [6][7]. 
Neeraj Bhargava et al. have suggested a decision 
tree classifier which performs the classification to 
make predictions about new data and the method 
will start at the root node and the intermediate 
nodes are developed in each step; a leaf node is 
represented, thus ascertaining the class for the 
record or ascertaining a probability distribution for 
the attainable classes [4][5]. El-Bialy et al. utilized 
a few datasets in their research article. Initially, five 
general features for every dataset (Hungarian, 
Cleveland, Statlog project, Long Beach VA, and 
others) are selected and practiced by various kinds 
of data mining methods : Fast Decision Tree 
(improved C4.5 by Harry Zhang and Jiang SU) and 
C4.5 decision tree [13]. Rather than using a fully 
connected layer, a Full Convolutional Neural 
Network (FCN) is proposed by the author, Zhu et 
al. The FCN handles a convolutional layer and will 
accept large-sized images as input in the process of 
network training and combines layers of the feature 
hierarchy so the spatial precision of the output is 
refined[10][28]. K. Hornik et al [12] used a feed-
forward neural network, where the information 
flow takes place in a single direction and If the 
activation function is non-constant, continuous, and 
bounded, then the learning of continuous mappings 
takes place uniformly over the exact input sets. 
Alizadehsani et al. [14] used KNN and Naïve 
Bayes algorithms on electrocardiography (ECG) 
data, and symptoms including the examination 
features and accuracy values of 74.20%, 68.33%, 

and 63.76% were attained to determine the stenosis 
of the LCX,LAD, and RCA 
reciprocally. Alizadehsani et al. [15] Utilized the 
Naïve Bayes algorithms, SMO, and a new 
integrated method of symptom and ECG values 
added to examination features and attained an 
accuracy value of 88.5% to investigate CAD. 
Roohallah Alizadehsani et al [16]. The significance 
of dissimilar features on the presence of disease is 
found to be not uniform and can be quantified with 
the Gini index. The inequality between the 
distribution's values is measured using the Gini 
index. The enhanced Gini index values indicate the 
existence of disease. Chetna Yadav et al. attained 
93.75% accuracy after applying C4.5 Decision 
Tree, Support Vector Machine (SVM), SMO, and 
Improved ARM algorithms to the Z-Alizadeh Sani 
dataset. An artificial neural network-based 
prediction model for coronary disease (CHD) has 
been developed, adopting a composite of genetic 
and traditional aspects of the disease. In CVD 
diagnosis, several research efforts were done on 
Hungarian, Cleveland, Switzerland, and Long 
Beach VA datasets from the Repository of UCI 
Machine Learning and accuracy of 86% was 
obtained, and distinctive performance measures 
such as sensitivity, Area Under Curve (AUC), 
specificity, accuracy, FMeasure, and running time 
are considered as essential measures for heart 
disease. Patients with disease of type  two diabetes 
mellitus (DM) have a high risk of getting CAD than 
non-diabetic patients [26][27]. The benefit of 
sequential backward selection (SBS) is used as a 
standard approach to feature selection. This method 
begins with the complete feature set and removes 
one feature at a time until unwanted features are 
deleted [24]. Most of the classifiers gave very good 
performance for the subset of the features. In order 
to measure the feature selection contribution, the 
experiments of the model were repeated for an N 
number of the feature subset [23].   Meta-heuristic 
algorithms (MHAs) are proven as efficient search 
and feature selection strategies, which are relatively 
insensitive to noise [25]. It is very crucial that 
conventional techniques are not robust, and hence, 
when the structure of a dataset is modified, the 
attainment of the existing algorithms also changes. 
Here, feature selection plays a very decisive role in 
disease prediction and data mining. Moreover, 
feature selection decreases the dimension without 
sacrificing uniqueness and improves the correctness 
of the prediction model. So we have considered the 
18 features which will influence the prediction 
result with good accuracy. The scope of this paper 
is to show that by developing a model of an 
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Improved Artificial Neural Network with a Meta-
heuristic Algorithm for Coronary Artery Disease 
Prediction based on Optimal Feature Selection and 
this proposed methodology, which includes Feature 
Selection using a Meta-heuristic Algorithm, the 
structure of an Improved Artificial Neural Network 
Architecture, the training process, data set 
selection, and performance results and discussion. 
Table 1 provides an examination of the approaches 
currently in use for categorizing and predicting 
coronary artery disease. It is clear from Table 1 that 
performance improvement is still required, both in 
terms of classification performance, accuracy and 
feature selection. 
 
3. THE PROPOSED METHODOLOGY 

 
         In this paper, we used an improved artificial 
neural network model in conjunction with a meta-
heuristic algorithm for CAD datasets, which is the 
Cleveland dataset, and expect to get more efficient, 
sensitive, and accurate results. The unimportant 
data or sets of irrelevant features are eliminated by 
applying the Meta-heuristic algorithm on the raw 
dataset, which contains a 37079 count of data. 
Subsets of 18 attributes are selected as relevant 
features that are very crucial in predicting coronary 
heart disease. The proposed methods use an 
improved artificial neural network model with an 
18–18–1 neural network architecture to learn and 
predict the CAD diseases based on a subset of 
relevant features. Coronary artery disease typically 
develops over a period of decades. Sometimes we 
will not know we have coronary artery disease until 
we have a heart attack or significant blockage. 
 

3.1 Structure of Improved Artificial Neural 
Network Architecture 

         The structure of the Improved ANN model 
practiced in this paper is the multilayered feed 
forward network architecture with 18 input 
nodes,18 hidden nodes , and  one output node as 
shown in figure1. 

 
Figure 1 : Proposed System Improved ANN (18-18-1) 
Architecture for Coronary Artery Disease Prediction 

 
The improved ANN model uses a subset of the 
input dataset attributes to ascertain the number of 
neurons in the input layer, and a trial and error 
method decides the total count of neurons that are 
concealed to check the integer, which extremely 
enhances the performance of the improved ANN 
model. It does prediction, uses the target values, 
which are continuous, and needs one neuron at the 
output. The weights and biases are adjusted and the 
cost function is minimized to improve the learning 
in the improved ANN model. The cost function 
contains an error term which is a compute of the 
proximity of the improved artificial neural network 
models' outputs to the target values. The binary 
sigmoidal function is defined as output = 1/ (1 + e-
x) with = 1, where x is the total count value of the 
weighted input value to that specific node. This 
binary sigmoidal function is committed for each 
node in the improved ANN model by the activation 
function. 
 
3.2 Dataset and Feature  Selection using a 

Meta-heuristic Algorithm 
        This dataset consists of 37079 data points with 
50 attributes, which is collected from the UCI 
repository. In particular, most of the authors or 
published experiments referred to a subset of 13 of 
the Cleveland datasets. To date, only the Cleveland 
dataset has been used by machine learning and deep 
learning researchers. The existence or absence of 
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coronary artery disease (CAD) is indicated by 
1(presence) and 0 (absence). Many characteristics 
are more difficult to recognize. There will be 
inadequate features and minor changes in features 
in use [1]. It is true that selecting a set of useful 
features plays an important role in the prediction 
result.  
 
Table 2: The proposed method's best selected attributes 
for the prediction of coronary heart disorders 

 
 
The datasets that are useful and enhance the neural 
network's performance are estimated by feature 
selection methods, which select only relevant 
features. The best algorithm for selecting the 
feature set is the Meta-heuristic algorithm. It is a 
stochastic method for heuristic feature set 
optimization based on natural genetics and 
biological evolution. It is a stochastic method for 
heuristic feature set optimization that depends on 
the mechanism of biological evolution and natural 
genetics. Meta-heuristic algorithms consider and 
use a population of individuals to produce the best 
approximations. Table 2 represents the best 
selected features for the prediction of coronary 
heart diseases by our proposed method. At each 
generation, a new population is created by 

choosing individuals in accordance with the 
variable degree of fitness in the chosen data set or in 
the problem domain, and the recombination of 
variables together using operators acquired from 
natural genetics is also considered, and the offspring 
might also undergo mutation. 
 
Algorithm 
Input    Dn  :Training Set  
Output   
        Start the algorithm 
        Measure the Feature relevance with fitness 
score 
        Calculate feature similarities 
        Generate the initial population of variables 
Do 
         Calculate Fitness Score values 
         Perform Crossover & Mutation operation 
     While (Stopping criterion is met) 
         Select the best features (Rm: Selected features 
i.e. Feature set) 
End algorithm         
           
3.3 Training Process 
               When a machine learning system is in 
capable of recognizing the fundamental trend in the 
data, i.e., under fitting may happen when a model 
only works well on training data while failing 
miserably on testing data. When a model fails to 
correctly predict outcomes based on test data, it 
may be over fitted. When a model is calibrated 
using such a large amount of data, it starts to learn 
from the noise and inaccurate data values in our 
data set, and considerable deviation is produced 
when test results are used for assessment. As a 
result, the best network for predicting Coronary 
Artery Disease (CAD) using the chosen data set was 
found to be a multilayered feed-forward network 
with an 18-18-1 architecture. The optimal and best 
network in this research is made up of 18 input 
neurons, 18 hidden neurons, and one output neuron 
since it delivers the best fitness in terms of weights 
and error function. During analysis, the last column 
is deliberate as the predicted value or target value, 
and the other columns are considered as input 
columns. The weights are adjusted in the training 
phase of an improved ANN model, and the obtained 
network’s output is as close to the target value or 
predicted value for many examples in the training 
set. After the training and validation of the 
improved ANN model on the chosen dataset, the 
test set is used for obtaining the best output. 

 
4.    RESULTS AND DISCUSSION 
       The primary goal of this paper is to predict 

S.No Variables 
1 Age in (years) 
2 Gender :  Female=0,  Male=1  
3 Smoking: Present=1, Absent=0 
4 Family history of CAD : Present , Absent 
5 Diabetes : Type1- Type 2 
6 Trestbps : Blood Pressure at Resting  (mm/hg ) 
7 Chol :   ( mg/dl of serum cholesterol ) 1.53 - 

14.09 
8 fbs :  fasting glucose levels ( Greater than 120 

mg/dl): [1 = yes, 0 = no] 
9 HDL : High-density lipoprotein cholesterol  

(Above 60 mg/dL ) 
10 thalach (  reached the maximum heart rate  ) 
11 exang : Activity induced Chest Pain :  0 = no,[1 

= yes] 
12 oldpeak (Relative to rest and activity ST 

depression) 
13 slope ( the ST section's slope ((2: upsloping, 1: 

flat, 0: downsloping) of the high point exercise ) 
14 ca : major vessels (0 to 3) 
15 Hypertension   systolic over 180 mm Hg 
16 Bilirubin levels :  0.3 to 1.2 mg/dL 
17 Sleep apnea :  Sudden drops in blood oxygen 

levels 
18 LDH :Serum lactate dehydrogenase   140 (U/L) 

to 280 U/L    U/L : units per liter 
19 Target : Prediction of Heart Disease for 

coronary artery disease  Present=1, Absent=0 
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patients with coronary artery disease, and 
sensitivity is considered a significant performance 
metric to predict real patients.  
  

 
 

Figure 2: Coronary artery disease among distinct age 
groups 

 
The present data analysis established unique 
characteristics among the coronary artery disease 
patients. Figure 2 shows that the presence of 
hypertension, the presence of coronary artery 
disease in the family, and vigorous work increases 
the risk of coronary artery disease in 8 patients 
aged 20 to 30 years, 54 patients aged 31 to 45 
years, and 324 patients aged 46 to 85 years. It is 
very clear that males show a significantly higher 
risk for coronary artery disease than females. 
 

 
 
Figure 3: Coronary artery disease prediction in diabetes 

type 1 and type 2 patients 
 
Table 3 shows that diabetes has a negative effect on 
a patient’s cholesterol level. It ranges from 126.06 
to 176.99mg/dL for the 8 patients over age group 
(20–30) years; it ranges from 99.00 to 
259.01mg/dL for the 54 patients over age group 

(31-45) years; and it ranges from 86.00 to 
404.87mg/dL for the 1446 patients over age group 
with the presence of family history of CAD as 
shown in figure 3 & figure 4. 
 
 

 
 

Figure 4: Cholesterol levels in patients with coronary 
artery disease 

 
As shown in table 2, lactate dehydrogenase (LDH) 
values in the typical range are 140 units per litre 
(U/L) to 280 U/L, so the indication of high levels of 
lactate dehydrogenase (LDH) and isoenzyme lead to 
more than one cause of severe disease, tissue 
damage or multiple organ failure. 
Table 4 shows that the normal range of bilirubin 
values is 0.3 to 1.2 milligrammes per deciliter. The 
range of bilirubin values is 0 to 124.2 mg/dL and 
the LDH value falls between 35 U/L and 577 U/L 
for the 8 patients over the age group (20–30)years 
with the presence of hypertension (systolic over 180 
mm Hg). The range of bilirubin values is 0 to 61.6 
mg/dL and the LDH value falls between 32 and 159 
U/L for the 54 patients over the age group (31-45) 
years with the presence of hypertension (systolic 
over 180 mm Hg). The range of bilirubin values is 
from 0 to 121.41 mg/dL and the LDH value falls 
between 4 and 1092 U/L for the 1446 patients over 
the age group (46–85) years with the presence of 
hypertension (systolic over 180 mm Hg) . 
 

 
 
Figure 5: Coronary artery disease prediction in patients 

with LDH 
 
Figure 5 shows that the bilirubin level is higher than 
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normal. An abnormal bilirubin level varies by age 
group and sex and may be different for those who 
have coronary artery disease or related heart 
disease. FS: Feature Selection    ACC: Accuracy   
BABC: Binary Artificial Bee Colony   MHA: 
Meta-heuristic algorithm   IANN: Improved ANN 
model. 
 
The following values are obtained as the predicted 
output values after the training and testing of the 
improved ANN model with the Meta-heuristic 
algorithm. 
 
N =37079 ,TP =18716,FP=475 , FN= 454TN= 
17434 ; 
Sensitivity(SN) :TP / TP+FN 
=18716 /(18716 +454)= 97.63 ; 
Specificity(SP) : TN / TN + FP      
= 17434 /(17434+475) = 97.35 ; 
Accuracy(ACC) : TP + TN /TN + FP + TP + FN;                      
=(18716+17434)/(18716+475+454+17434) =   97.5 
;      
Where, N is the count of data available in the 
dataset; TP = True Positive; FN=False Negatives; 
FP= False Positives and TN =True Negatives; 
 

 
 
Figure  6: Comparison of Different Prediction Methods 

for CAD based on the Accuracy Metric 
 
In Table 5, the effectiveness of each prediction 
method and the proposed method, which is based 
on an improved artificial neural network model in 
conjunction with a meta-heuristic algorithm, can be 
seen. The high accuracy of 97.5% can be obtained 
when we use selected features (18) from the 
Cleveland data set as shown in Figure 6. Table 6 
shows the comparison of Different Prediction 
Methods for Coronary Artery Disease with 

Sensitivity and Specificity Measures 
 
Table 6: Comparison of Different Prediction Methods for 
Coronary Artery Disease with Sensitivity and Specificity 

Measures 

Our improved artificial neural network model with 
a meta-heuristic algorithm outperformed well on the 
chosen features from the Cleveland datasets, hence 
we obtained 97.63% sensitivity and 97.35 % 
specificity values. Our improved artificial neural 
network model with a meta-heuristic algorithm 
outperformed well on the chosen features from the 
Cleveland datasets, hence we obtained 97.63 % of 
people with the CAD disease who were correctly 
predicted and 97.35 % of people without the disease 
who were correctly identified by the experiment, as 
shown in Figure 7. 

 
 

Figure 7: Comparison Of Different Prediction Methods 
With The Proposed Method In Terms Of Sensitivity And 

Specificity 
 

4.1 Confusion Matrix for the Proposed Method 

The confusion matrix of the proposed method 
with the above mentioned number of data is 
computed using the predefined formula after 
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training, validating, and testing as shown in figure 
3. The proposed Improved ANN model results in 
97.35 % Specificity, 97.63% Sensitivity, and 
97.5% Accuracy. The proposed method 
outperformed with high values of SP, SN, and AC 
as shown in figure 8.  
 

 
 

Figure 8 : Confusion Matrix for Prediction of 
Coronary Artery Disease using the Proposed Method 

(IANN+MHA) 
 

TP: (A) is the total count of people correctly   
predicted as healthy, TN:(D) is the count of 
people correctly predicted as unhealthy; FN:(C) 
is the count of people incorrectly predicted as 
unhealthy when really healthy, and FP:(B) is 
the count of people incorrectly predicted as 
healthy when really unhealthy. 

 
     5.       CONCLUSION AND FUTURE 

WORK 
       
 The main intention of this paper is to develop an 
Improved Artificial Neural Network model in 
conjunction with Meta-heuristic algorithm for 
prediction of Coronary Artery Disease. The 
Improved ANN model is trained, validated and 
tested after selecting a subset of 18 features of the 
Cleveland heart disease dataset which contains 
the 37079 number of data. In this research paper, 
the total performance of our improved Artificial 
Neural Network model with architecture 18-18-1 
is evaluated based on Specificity, Sensitivity and 
Accuracy measures. The proposed method shows 
the following results as the overall predictive 
97.35 % specificity, 97.63% Sensitivity and 
97.5% Accuracy. In conclusion, Improved 
Artificial Neural Network (ANN) models with 
Meta-heuristic algorithm gives the best and 
reliable prediction metrics in comparison with the 
other state of the Deep learning and machine 

learning algorithms.  The present research issue is 
that time complexity occurs in selecting the best 
set feature, and this research paper did not use 
real-time datasets available in medical labs. In 
future work, the performance of the proposed 
system will be tested on different datasets with 
different numbers of attributes, and a solution will 
be found to reduce the time complexity. 
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Table 1: Literature on coronary artery disease disease prediction and classification 
 

Method Performance 
metrics(Accuracy) 

Findings Gap identified 

Sequential Minimal 
Optimization [3] 

92.09% Distinguish CAD patients 
from healthy individuals. 

The cost matrix was set with no 
difference between the two 
classes; it affected the result. 

ANN[8] 81% Predicting CAD patients 
from healthy individuals 

Low performance 

Fast decision tree and pruned 
C4.5 tree  [13] 

78.06% Different data sets were 
used to target the CAD 
disease. 

Low performance and  No proper 
preprocessing and feature 
selection were used.  

C 4.5 [14] 
Naïve Bayes[14] 
KNN[14] 

74.20% 
62.73% 
61.4% 

Diagnosing LAD stenosis Only age and typical chest pain 
were considered. 
 

SMO and Naïve Bayes [15] 88.52% Early diagnosis of CAD 
based on Symptoms 

Tested with a single dataset 

Bootstrap Aggregating 
&C4.5[16] 

79.54% 
61.46% 

Diagnosing the LAD 
stenosis 

Tested with a single dataset  and  
Low performance 

Apriori algorithm[17] 93.75% Prediction  of Coronary 
Artery Disease 

To select the best set of features, 
the complexity of the task is high. 

 
Multi-layer perceptron[19] 

88.4 %. Predicting the CAD 
patients 

Important features are missing in 
the feature selection. 

Statistical method[23] 62.7% Identifying patients with a 
dominant left coronary 
artery 

For testing, a smaller number of 
patients were considered. 

 
Table 3: Coronary artery disease prediction in patients with diabetes and unusual cholesterol levels 

 
 

Table 4: LDH, hypertension, and bilirubin levels in coronary artery disease patients 
 
 
Age Gender LDH Bilirubin levels Hypertension  CAD Risk 

Male Female 

20 - 30    2 6 35-577 U/L 0 - 124.2 mg/dL Systolic over 180 mm Hg 8 

31 - 45 28 26 32-159 U/L 0-61.6 mg/dL Systolic over 180 mm Hg 54 

46 - 85        991 455 4-1092 U/L 0 - 121.41 mg/dL Systolic over 180mm Hg 1446 

 
 
 
 
 
 

Age  Gender Family 
history  

Diabetes      Cholesterol 
  

CAD Risk 
    Male  Female Type 1 Type 

2 
20 - 30    2 6 Present 1 2 126.06- 

176.99mg/dL 
8 

31 - 45 28 26 Present 46 8 99.00 - 
259.01mg/dL 

54 

46 - 85        991 455 Present 292 1154 86.00 -
404.87mg/dL 

1446 
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Table 5: A Comparison of Different Prediction Methods with the Proposed Method for Coronary Artery Disease in 

terms of accuracy 
Author/System Dataset Method FS ACC 

Alizadehsani et al [3] Z-Alizadehsani Sequential minimal optimization Yes 92.09% 

Shouman et al.[29] Cleveland Decision tree  No 84.10% 

Resul Das et al[30] Cleveland Artificial neural networks No 89.01% 

Kemal Polat et al.[21] Cleveland K-Nearest Neighbor No 87.00% 

Randa El-Biary et al. [13] Cleveland C4.5 Decision Tree Yes 78.54% 

Luxmi Verma et al. [19] Cleveland Multinomial & Logistic Regression Yes 90.28% 

My Chau Tu et al.[31] UCI Repository Bagging with Decision Tree Yes 81.41% 

Rajalaxmi et al.[32] Cleveland BABC+Naïve Bayes Yes 86.04% 

Armin Attar[33] Medical centre Statistical method No 62.70% 

Akanksha Pathak[34] Own dataset Multiple kernel learning No 91.19% 

Ankush D. Jamthikar[35] Medical lab Ensemble ML No 86.10% 

Proposed method Cleveland IANN +MHA Yes(18 features) 97.50% 

 
 

 
 
 
 
 


