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ABSTRACT

The demand for greater security measures for monitoring and protecting operations has made video anomaly detection one of the most significant study areas in the field of computer vision. This is due to the fact that the detection of anomalies in video surveillance systems has increased, making it one of the leading focus areas in the current field of research. When looking for suspicious behaviours like aggression, robbery, and wrong U-turns, assigning real people to frequently analyse the surveillance footage is a process that is both time-consuming and prone to error. As a direct consequence of this, there is an urgent requirement for the development of advanced, fully automated video surveillance systems for use in public areas. The research uses pipelined deep encoders to find a solution to the problem of locating and identifying anomalies in surveillance videos. The authors especially combined the LSTM autoencoder with the convolutional autoencoder. This strategy helps gather spatial and temporal information from the input video stream. This allowed us to achieve optimal results. The authors used the one-class classification principle during the training phase of the model. The training is done on normal data, and when they were verifying or testing it, they used anomalous testing data. The analysis of the study is based on standard benchmark practices for error rate and the duration of time required for identifying anomalies in the sequence of the video stream. This study satisfies the requirements for operating in near real time.
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1. INTRODUCTION

In recent years, surveillance cameras have grown in public spaces in order to develop security and safety measures and monitor current activities. Increased terrorist threats and other crimes have made intelligent video surveillance an essential component of security systems for identifying and mitigating potential dangers. As a result, experts predict the worldwide video surveillance market will be worth $106.98 billion by 2026. Many fields have seen success with the implementation of deep learning techniques. [1][2].

The security sectors that produce and sell products and services based on video surveillance have felt the effects of artificial intelligence, which has made ground breaking strides in the field of computer vision. Even though the application of artificial intelligence in the field of security is still in its infancy, artificial intelligence (AI)-based solutions are a huge boon to the security industry and the video surveillance industry. Here are a few reasons why AI-based solutions could make a big difference in the video surveillance industry.[3] In the past, humans had to watch security footage to make sure nothing suspicious was happening on the premises. On the other hand, it takes a lot of time and effort for a person to watch surveillance footage round the clock.

In addition, little effort was previously made to gain useful insights following a security incident. Due to this need, advanced systems for watching surveillance footage round-the-clock have become increasingly popular. However, AI-
based solutions watch CCTV footage in real time and analyse live footage intelligently to spot unusual security breaches. [4][5] This makes it possible to keep an eye on the video feeds all the time, find out right away when something strange happens, and fix things right away.

Out of the ordinary data patterns are called anomalies. Anomaly detection has an extensive collection of submissions, depending on the type of data being processed. A very common usage of anomaly detection is in the detection of credit card fraud and the enforcement of two-step verification for email services. Its principal application in the networking world is to identify malicious intrusion attempts.

Items left behind, unlawful traffic violations, usage of parking in banned locations, fire occurrences, fatalities, burglaries, and acts of violence are some of the issues that need to be addressed. can all be detected with anomaly detection applied to surveillance videos documenting the events. Jaywalking, loitering, trespassing, crawling, and homicide are just some of the odd acts that can be uncovered with this technology. Developing a reliable algorithm that can locate the anomalies in a video stream in real time is a challenging task because of the framework-dependent and imprecise nature of anomalies. [6] [7] The difficulty of anomaly detection is compounded using low-resolution cameras, the variability of lighting conditions, and the presence of noise in the acquired footage. There must be a balance between precision and speed in surveillance programmes that operate in real time. Anomaly detection's use in the field of video surveillance has revealed that real-world occurrences are characterised by a wide variety of open-ended and intricate scenarios. [8] Due to the high cost of collecting labelled data for unusual events, the most common practise is to test the model on unconventional video content after training it on regular data. An aberrant pattern is defined as one that deviates significantly from the normative test data.[9].

This article's introduction is followed by Related Work in Section 2. Section 3 highlights the methodology of the study. The experiment details are explained in Section 4. Section 5 shows the results of the study along with a comparison analysis of the existing literature.

2. RELATED WORK

Recently the gun shootings in campuses have made anomaly identification the top most priority for many academic institutions. In large organisations it is possible by 24x7 surveillance of their video. Due to the nature of the abnormalities and the necessity of monitoring the surveillance videos, this is the case. For video-based anomaly detection, prior studies have offered both a taxonomy of the criteria that must be examined and a hierarchy of the numerous approaches that can be used. Using the same taxonomy, we may classify anomaly detection techniques into two groups: those that rely on conventional techniques, and those that use deep learning.[10] Local and global feature modelling provide the basis of most established methods. Local feature modelling can make use of a wide variety of different methodologies, including Bayesian inference, dictionary learning methods, and pattern learning models, to name just a few of them.

Holistic techniques, on the other hand, focus most of their attention on studying density-based and trajectory-based methodologies for anomaly identification. Low-level features are typically gathered through traditional approaches, which rely on feature extraction procedures that have been hand-crafted based on a certain level of expertise. In a limited number of circumstances, these approaches will work. In contrast, deep learning-based techniques can be used in a broad variety of contexts.[11] Spatial-temporal learning models, generative models, temporal regularity models, and representation learning models are common examples of the types of deep learning-informed methods used for anomaly detection. This article is a component of a larger study on anomaly detection, and it discusses just a subset of the state-of-the-art techniques available at present.

The spatio-temporal characteristics of the video are faithfully represented by the content technique established by Cong et al. Using this strategy, data from a test sample is used to determine which training samples best match that data. Local spatio-temporal anomalies can now be detected inside a probabilistic framework developed by Aliev et al. (2019) [12]. In this
setting, the connections between nearby nodes are used to produce anomaly score functions. In this way, the autoencoder can pick up on both the video's spatial and temporal details. Adding optical flow data to a temporal network helps it make more precise predictions. The anomaly value is determined by subtracting the predicted future frames from the actual ones. Errors are minimised when reconstructing training data using reconstruction-based methods, however the same techniques do not lead to many inconsistencies when applied to out-of-the-ordinary samples. Predictive methods, on the other hand, are premised on the idea that normal behaviour can be anticipated but deviant behaviour cannot. Predictive methods are useful for analysing surveillance footage, but they are susceptible to the background noise that is present in most of them.

Vosta and Yow (2021) [13] suggested a quick method for identification and localisation of anomalies in input video stream using of pipelined deep neural networks. This model employs a cascading network of 3D convolutional neural networks and 3D autoencoders. This work presents a method for detecting anomalies that combines both spatial and temporal information clubbed with one class learning a. Vasilopoulos et al. (22022) [4] provide evidence that autoencoders can be used to detect anomalies in movies and record the consistency found in extended videos. The rebuilding price tag is what makes this happen. In order to perform both learning and classification in a single framework, they proposed a fully convolutional end-to-end autoencoder.

Aboah et al. (2021) [15] learned activity patterns hierarchically inside the video. Using the collected activity patterns, the energy function for anomaly detection is computed. To learn visual and motion features, Esquivel and Zavaleta (2022)[16] recommended using a stacked denoising autoencoder. In addition, they provided a twofold fusion framework for the acquisition of data supplementary to behavioural and kinetic patterns. Roshtkhari et al. (2013) [17]have used probability theory for the early identification of anomalies. They are creating the codebook methodically, with a set of video phrases as their base. This approach involves incrementally modifying a likelihood density function in order to identify new baseline habits.

Kim et al (2009) [18] used Markov model in random field as a means of detecting anomalies in video data. It deals with anomaly detection on two levels: locally and globally. Locally, it can distinguish out-of-the-ordinary behaviour inside a busy environment, while globally it can handle aberrant interactions between activities taking place in different parts of the scene. That is right; it's the one in charge of spotting irregularities. Mehran et al. (2009) [19] proposed the model of social forces. Assuming that the objects in the video are particles, this model calculates the interaction force between them by averaging the optical flow in the spatial and temporal dimensions. In order to identify the out-of-whack video frames, scientists used a technique dubbed "bag of words," which relies on the interaction forces between words to do so. Noe et al. (2012) suggested a method of anomaly identification using an MDT, or dynamic texture mixture. Time and space anomalies can be identified using this method since the method simultaneously depicts the scene's appearance and dynamics. While the discriminant saliency method is used to examine temporal anomalies, this one focuses on spatial ones on the assumption that they are rare occurrences.

<table>
<thead>
<tr>
<th>Literature</th>
<th>Method</th>
<th>Gap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Powar and Attar <a href="2021">22</a></td>
<td>Pipelined deep encoders and one class learning</td>
<td>Hardware implementation not performed, real time analysis needs to be performed</td>
</tr>
<tr>
<td>Esquivel et al.<a href="2022">17</a></td>
<td>Distillation and joint temporal training on autoencoders.</td>
<td>Number of temporal features extracted for the study is less.</td>
</tr>
<tr>
<td>Bai et al. <a href="2022">25</a></td>
<td>Sensors and perception</td>
<td>Limited number of hardware resources explored</td>
</tr>
<tr>
<td>Paul et al.<a href="2022">24</a></td>
<td>Five stage design pipeline</td>
<td>Temporal features not explored</td>
</tr>
</tbody>
</table>
The current study suggests pipeline-based autoencoders for the detection of anomalies in surveillance video streams. It identifies anomalies using probability statistics and the Gaussian distribution. Further localization of the anomaly is also performed after its detection using deep learning. The use of LSTM and sliding window coupled with CNN is a novel method that has not been used in many studies. The study highlights the use of the unsupervised method for the detection of anomalies.

3 | METHODOLOGY

An illustration of the suggested method with pipelined autoencoders for videos stream is shown in figure 2. The symbols used for the study are shown in Table 1. The anomaly identification process is accomplished with the use of sequence-to-sequence LSTM autoencoders and convolutional auto encoders, and a single-frame convolution decoder for anomaly localisation. Figure 3 shows a convolutional autoencoder, as a first phase in the procedure, all video frames are scaled to uniform dimensions and normalised to lie inside the interval [0, 1]. The symbol x represents a single video frame. \((S_0,...,n)\) is shorthand for a video's sequence of n frames, which looks like this: \(\{x_0; x_1; x_n\}\).

3.1 | Anomaly detection

The proposed system for identification of anomalies and localization is shown in figure 2. The system makes use autoencoders. Based on their field of research the authors have decided to use the sequence of convolutional autoencoder along with LSTM for identifying the anomalies existing in video stream. The localization process is performed with the use of single frame convolutional decoder. In the pre-processing stage the normalization of the video frames in a range of 0-1 is performed along with resizing of the dimensions of the frame to a standard level. \(X\) represents a single frame in the input video stream and the sequence of video frames is shown by \((S_0,...,n)\) for the sequence of input stream \((x_0,...,x_n)\). The learning process of the single frame is performed by the convolutional encoder. It is a single frame convolutional encoder and it is used for spatial learning. The training phase is done by minimizing the distance between the input \(x\) and the output for the autoencoder. The distance is denoted by \(L_2\).

\[\text{M}(.): \text{autoencoder. Its function is to gather information about the temporal dependencies. This information helps to build expressive sequence modelling tasks.}\]

\[\text{M}(.)\] is the autoencoder. Its function is to gather information about the temporal dependencies. This information helps to build expressive sequence modelling tasks. \(M(.)\) learns the encoded frames that are compressed and mapping in to a single vector. This is very helpful to the identification of anomalies existing in the video stream. The usage of \(K\)-sliding window is for selecting the sequence of compressed and encoded vectors. \(K\) in sliding window refers to the actual size of the sliding window.

Figure 1: Architecture Model Of Proposed System

The frames labelled as \(S_0,...,n\) are part of an input video stream denoted as \((X_0,x_1,...,x_n)\). This input frames are given to an encoder depicted as \(F_{enc}(.)\). The first output of the encoder is the sequence \(\{F_{enc}(S_0,...,n)\}\). The temporal information is learned by the seq2seq LSTM autoencoder. The sequence LSTM learns is from the sequence The sequence of representation is now \(\{F_{enc}(S_0,...,n)\}\) and not as the original input signal \(F_{enc}(.)\). The training objective is to minimize the \(L2\) distance between sequence \((G_{enc}(F_{enc}(S_0,...,n)))\) and \((F_{enc}(S_0,...,n))\). The primary principle of using LSTM is that it is
trained on supervisory data that is labelled with huge sample size and test on data without any labels or with samples having less records and are labelled.

When dealing with anomaly identification in surveillance footage, unusual occurrences typically last only a fraction of a second compared to typical ones. Furthermore, the ambiguity anomalies, and the nature of anomalies and large-scale anomaly patterns, to obtain labelled data in this setting anomalies. As a result, the majority of methods use a monolithic approach to learning for discriminating between typical and out-of-the-ordinary instances. We used multivariate Gaussian distribution to aid in LSTM and obtain the decision boundary for fitting normal data. To do this, an RBF layer is placed in front of the LSTM encoder's bottleneck.

The goal is to model all $M_{enc}(F_{enc}(S_0….n))$ training samples as Gaussian distributions, making it easy to spot outliers.

In order to effectively identify the outlier and label it as anomaly, the input video stream is converted to a form of Gaussian distribution. Training samples of the input video stream of the form of $G_{enc}(F_{enc}(S_0….n))$ are trained as gaussian distribution. The seq2seq encoded input video stream is tailored for gaussian distribution. The fitting process of the LSTM is performed with the help of RBF kernel. The logic of the entire process is to construct a hyperplane to receive the data that don’t belong to the Gaussian distribution.

Eqn 1 gives the definition of the kernel described in expressions of feature samples in mathematical form

$$\mu[y, y'] = e^{-\frac{||y-y'||}{2\sigma^2}}$$

A dimensional vector for fitting the Gaussian distribution in the hyperplane is given by eqn. 2.

$$k[y, y^1] = e^{t^t||y-y^1||}$$

The list $S_10…n$ is the list of all sequences available at the end of training. The final list has a dimension of $[N,n]$ if the sequence consists of $N$ training input streams to the autoencoder. The elementwise $\mu$ and $\sigma$ standard deviation are computed as

$$\sigma = \sqrt{\frac{\sum_{i=1}^{d} (S_0-n)\mu^2}{N}}$$

After the completion of the training phase, the test of the video stream is performed. For testing the stream is given to the proposed algorithm. The algorithm determines whether the test data contains anomalies or not. The regularity metrics consists of two hyperparameters namely $\alpha$ and $\beta$. $\alpha$ is the limit of variation that the anomalies can contain. The majority of a population with a Gaussian distribution has its centre somewhere close to the distribution's mean.

The standard deviation is multiplied by the size of the test sample to determine how far off the mean it is. In the event that this difference is larger than, we label the sample as abnormal. The value of $\alpha$ indicates the fraction of the latent space that contains outliers.

If the computed value of $\beta * n$ has a greater number of anomalous values, in that case the entire test sample is taken as anomalous

Algorithm Anomaly Detection

Input (Video Frame, $\alpha$, $\beta$)
Start
Compute $\alpha$ for video frame S
Compute $\beta$ for video frame S
If $\alpha >$ sample mean && $\alpha > \beta$
Check
{ if $\alpha >$set limit
Print anomalous
}
Else
Print Not anomalous
End

4. EXPERIMENT

The proposed system was developed on a Intel Core i10- windows 11 operating system 16 GB RAM, Python, and TensorFlow installed workstation.
4.1. Dataset

The CUHK Avenue dataset was compiled using a stationary 640x360-pixel video camera that was capturing path movement at City University of Hong Kong. This compilation of videos contains 16 number of training videos of typical human behaviour and 21 videos of behaviour that are not considered normal. Common sidewalk behaviours include littering/throwing away items, coming in the direction of the camera, strolling on the grass and discarded items. The UCSD pedestrian Dataset, which focused on two pedestrian paths, contains video of 238x158 pixels. This package comprises two datasets, ped 1 and ped 2, that represent a range of crowd circumstances, from sparse to dense. The train video examples only show people walking, whereas the test dataset contains samples that include walkers crossing the sidewalk or the grass and car activities. There are 34 training video samples and 36 test videos in Ped 1 dataset. The number of training videos in Ped 2 is 16 and the number of test videos is 12.

The experimental setup is explained as follows

1) First, the proposed spatiotemporal autoencoder anomaly detection efficiency and accuracy is tested by using three standard datasets.
2) Second, we assess the OCC model's calculation of anomalies using the Gaussian distribution on UCSD Ped1 and Ped2 datasets, reclassifying a previously deemed anomalous event as normal.
3) Third, we implement k sliding window for finding the anomaly localization

4.2. Evaluation methodology

As the performance parameter, we employed the equal error rate (EER), to compare the suggested method with the state-of-the-art methodologies.

\[
\text{EER} = \frac{\text{FP} + \text{FN}}{\text{TC}}
\]

where False Positive (FP) indicates that the actual frame is classified correct but the result is a false positive, projected as normal, False Negative (FN) shows that the actual frame is abnormal even though it was forecasted as normal, and TC reflects the predicted amount of time that an event would take place. Count of all of the frames contained in the dataset being tested. Bring down the EER value, the model is the superior choice.

Frame Level: - Predicting whether a given frame contains an abnormality is the focus of frame-level evaluation. Each frame's prediction is derived by calculating its anomaly score, and then, depending on the value of the defined threshold parameter the classification as anomaly or not anomaly id performed. It is often used as a yardstick by which anomaly detection models can be evaluated. After the model classifies a frame as normal or abnormal, it is compared to a ground-truth label to determine if the model was accurate.

Pixel Level: - The model can foretell which image pixels represent out-of-the-ordinary occurrences. To count the amount of genuine and erroneous positive frames, it is equated to ground-truth anomaly mark. The concept of assessing a model's ability to localise an abnormal event down to the pixel level has gained widespread acceptance among researchers. The calculation of precision, recall and FScore is as follows [29][30]

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]
\[
\text{Recall} = \frac{\text{TP}}{\text{TP} + \text{FN}}
\]
\[
F \text{ Score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}}
\]

5. RESULTS DISCUSSION AND COMPARATIVE ANALYSIS

Here, we present the model's performance on three different benchmark datasets and draw comparisons between them. The most problematic aspect of all three datasets is that only video streams marked as normal without any anomalies are freely available. The proposed
system has to be built on this dataset, which consists of only normal records. As a result, the suggested strategy requires the detection and localization model to only use normal data for training. In all of the experiments performed, the k value of the sliding window was set to 5 to get uniform results across all three datasets. The value deviation more than the set value is used to find out the anomalies. The gaussian mean is calculated using eqn 3 and if the variance of \( \alpha \) is greater than the gaussian mean, the object is marked as an anomaly.

5.1. UCSD Peds1 Data Set

For the UCSD Peds1 data set, we used parameters \( \alpha \) and \( \beta \). The value is set to 3 and \( \beta \) is set to 0.6 for the study. Frame-level and pixel-level ROC curves were obtained for the Peds1 dataset, with AUCs of 25% and 27%, respectively. Although the Peds1 dataset's elevated camera angle makes it challenging to distinguish normal from anomalous entities, we were still able to achieve an AUC of 27 when classifying pedestrians and skateboarders based on their appearance at the pixel level.

Table 1 Analysis for Ped 1 dataset

<table>
<thead>
<tr>
<th>Literature</th>
<th>Frame level EER</th>
<th>Pixel level EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aboah et al. (2021)</td>
<td>27.2</td>
<td>79</td>
</tr>
<tr>
<td>Aliev et al. (2019)</td>
<td>24.1</td>
<td>77</td>
</tr>
<tr>
<td>Esquivel and Zavala (2022)</td>
<td>25</td>
<td>65</td>
</tr>
<tr>
<td>Proposed</td>
<td>23</td>
<td>72</td>
</tr>
<tr>
<td>Vasilopoulos et al. (2022)</td>
<td>24.6</td>
<td>82</td>
</tr>
<tr>
<td>Vosta and Yow(2021)</td>
<td>23.2</td>
<td>69</td>
</tr>
</tbody>
</table>

5.2. CUHK Avenue Dataset

The scenarios used in the instructional films are realistic. During the testing process, both typical and unusual occurrences are filmed and analysed. The authors include both time-based and pixel-level annotations. The CUHK Avenue dataset is more difficult than the Peds1 dataset. The following are some of the difficulties encountered when working with this dataset. An average camera can detect a handshake every 50 frames. The training data contains a few extreme examples. In the context of training data, certain typical patterns arise seldom. We were able to acquire AUC values of 72% and 23%.

Table 2: Analysis for CUHK dataset

<table>
<thead>
<tr>
<th>Literature</th>
<th>Frame level EER</th>
<th>Pixel level EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aboah et al. (2021)</td>
<td>88</td>
<td>52</td>
</tr>
<tr>
<td>Aliev et al. (2019)</td>
<td>97</td>
<td>47</td>
</tr>
</tbody>
</table>

Figure 2: Result Analysis For UCSD Peds1 Dataset

Figure 3: Result Analysis For CUHK Dataset

As with other forms of supervised learning, the discriminative learning approach suggested in one that starts with a training set. To differentiate between two successive video sequences, Ionescu used an revealing strategy by training a classifier that is binary with the most discriminating features removed at each stage.

Table 3: Analysis For UMN Ped 2 Dataset

<table>
<thead>
<tr>
<th>Literature</th>
<th>Frame level EER</th>
<th>Pixel level EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aboah et al. (2021)</td>
<td>88</td>
<td>52</td>
</tr>
<tr>
<td>Aliev et al. (2019)</td>
<td>97</td>
<td>47</td>
</tr>
</tbody>
</table>
The dataset from UMN contains three different settings where unusual occurrences took place. All of the scenes include pedestrians who suddenly break into a run. Two of the three scenarios take place in outdoor settings, while the third takes place in an indoor setting. Every one of the three sequences begins with a regular behaviour (walking) and ends with an abnormal behaviour (quick running). frames in the UMN dataset have a resolution of 320x240. Only temporal annotations, such as whether or not a frame has an anomaly, are present in the dataset. We trained the model exclusively on typical data and then put it to the test on outlier data. As shown in the UMN dataset, there are three distinct types of group anomalies. Sensitivity analysis on the UMN dataset yielded the same results as those on the previously stated datasets: \( \alpha = 3, \beta = 0.7 \).

6. CONCLUSION

The evaluation of the reference datasets has been demonstrated in this work. In order to demonstrate the use of real-world data and the execution of anomaly detection in an indoor setting. In this paper,

for the purpose of anomaly identification within the framework of deep learning, we provide a pipelined autoencoder as well as an intelligent surveillance model. The system takes as input a video stream and performs analysis based on auto encoders. The combination of pipelined autoencoders with LSTM enhances the results at both bit and frame levels on the three datasets the experiment was carried upon. The frame-level and pixel-level EER for anomaly recognition on standardised datasets was obtained with good significance. The challenges included the absence of normal data alone, varying environmental factors, and diverse camera angles. When compared to alternative methods, the suggested model's low per-frame processing time makes it suitable for use in real-time video processing for anomaly identification.

6.1. Future Work

The authors, after having implemented the pipelined auto encoders with LSTM for detecting anomalies, would like to go further and add more features to the one class approach and implement it on a hardware device.
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