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ABSTRACT 
 

It is assumed that 32% of all deaths around worldwide are due to different types of CVDs.Advanced 
noticing and realizing heart diseases can be a boom to patients as they get a chance for switching their 
habits and life styles to a more healthy way and thus they can save their lives.Scientific researchers all over 
the world have been working on creating a much more intelligent decision support model for the early 
prediction of CVD.Healthcare people around the globe collects heart disease datasets .With the help of  
already available data and application of machine learning algorithms can be a cathartic feeling to the 
medical area.One of the main reasons of failure of intelligent prediction system is the inaccurate feature set 
and suffering of high overfitting and low variance.In order to predict the heart health of a patient in a more 
effective way,some machine learning models can be combined for better performance.Principal Component 
Analysis(PCA) is used to control the dimensionality of attributes.This paper mainly focuses on voting 
ensemble method for improving the performance of individual classifiers. 
Keywords: Machine Learning, Ensemble, PCA, Voting, LR, DT 
 
 
1. INTRODUCTION  
 

Heart disease affects the normal working 
condition of human heart.Different types of heart 
diseases are Coronary heart disease, various heart 
rhythm problems, arrhythmia,cardio vascular 
disease,various chest pains,congenital heart defects, 
etc.Different  heart disease symptoms contain chest 
pressure,discomfort of chest,breathing 
problems,fatigue, hearbeatabnormality, and various 
heart defects.The dreadful disease that affects heart 
chambers is heart failure.Coronary heart disease is 
the most ordinary  form of heart disease.It happens 
when plaque clogging occurred in the arteries 
whose function is to supply blood to the heart.It 
reduces the blood supply and hence the oxygen 
received by heart lessens .It causes the weakening 
of heart muscle and thus lead to heart failure.Some 
persons have a heart problem by birth.This is 
known as congenital heart defects.Irregular 
heartbeat is known as arrhythmia.When there is a 
problem of pumping or relaxing function ,it cause 
congestive heart failure.All these types of heart 
failure affects the damage of whole or portion of 
heart. 

There are various reasons for these heart 
failures.High blood pressure, high cholesterol,s 
mokingcondition,high intake of alcohol,over weight 
and obesity, anxiety,unhealthy food habits,diabetes 
and hereditary.World health organization[10] 
mentions that various heart diseases are the major 
cause of  human loss in the world.If any type of 
heart failure occurs, the person immediately needs 
to be under medical attention.The number of  
affected people is  increasing swiftly every 
year.Studies shown that about half percentage of 
patients who suffer heart disease die within the  
first three years of their illness. As well as the cost 
of treatment for heart disease is also increasing . 

Traditional approach for identifying a 
person’s heart health includes various body 
invasive tests like blood cholesterol, insulin level, 
ECG ,angiography,etc.Critical patients must 
undergo immediate cardiac surgery.Tests like 
angiography are costly, and it has some side effects 
too.Substandard tests will lead to calamitous 
consequences and hence they are 
inadmissible.Hospitals can also minimize the 
charge of different clinical tests by employing 
asuitable computer aided decision support 
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systems[1].Over the last few decades researchers 
have been continuously working on various 
machine learning techniques for the early diagnosis 
of heart disease[2].Data mining as well as improved 
deep learning methods can be used for identifying 
various diseases like cancer[3,4],diabetics [5]etc. 

In this paper voting ensemble method 
along with PCA dimensionality reduction method is 
applied for the prediction of  heart disease. This 
paper is divided into different sections: Section 2 
deals with different literature surveys on this 
problem, section 3 deals with the methodology 
implemented, section 4  implies results and section 
5 depicts the conclusion.  

 

2. RELATED WORKS  
 

Most of the researchers use Clevland heart 
disease dataset for study. Dr.S.V.Kogilvani[6] also 
have used Clevlanddataset.The authors have created 
some synthetic dataset since the original dataset 
contains small amount of data.Later they compared 
Clevland as well as synthetic dataset after 
preprocessing and the results are compared on the 
basis of accuracy, precision and recall and synthetic 
data performed well. 

In[9],the authors have suggested an advanced 
preprocessing based method for the prediction of 
predict Coronary Heart Diseases (CHD).Random 
forest, K-nearest neighbor and Decision Tree  are 
used for comparative study. Framingham Heart 
Study data set is used for the study.Random Forest 
performed well with an accuracy of 96.8%. 

Terrada[11] al. have proposed a medical 
diagnosis system based on supervised ML 
technique that is applied on three 
databases(Clevland,Hungarian,Z-alisadeh) to 
predict atherosclerosis that is a reason for heart 
disease.DT,ANN and adaboost are used in three 
databases  for comparison.With 94% accuracy 
ANN performed well along with Z-alisadeh dataset 
.Baccouche[12] et.al have suggested an ensemble 
based method that trains two DNN models on the 
same data.The research differentiate between a 
single CNN and ensembling of GRU, LSTM, 
BiLSTM and BiGRUmethods.Combination of 
BiGRU and CNN technique has got 96% 
accuracy.The authors in[13] have developed a web 
application and compared three ML methods 
DT,LR,NB and SVM.LR was the best performing 
algorithm with an accuracy of 82.89% out of all. 

R.Indrakumari[14] et.al considered the main 
risk factors that affect heart disease and un 
supervised algorithm K-means clustering is applied 

on Clevland dataset and four types of chest pain are 
predicted with the help of Tableau visualization 
tool.Hashi[15] et.al have suggested Grid searchCv 
based hyper parameter optimization model which is 
applied on RF, KNN, LR, DT, and 
SVMclassifiers.The authors have compared normal 
dataset and dataset after tuning.The later performed 
well in all evaluation criterias.Sharma[16] et.al 
bring forward a modified backpropagation method 
by using CNN model and they claim that the 
prediction accuracy increases to 9% than the state 
of the art methods.In heart disease prediction area, 
many deep learning techniques have been 
implemented by many researchers[23] for the past 
couple of years. 

3. MATERIALS AND METHODS 
 
Many researchers have been working on 

different ensemble method [8]for improving the 
performance of prediction. This research paper 
mainly focuses on voting ensemble method. This 
part of the paper describes the dataset taken for 
study and the methodology applied. 

 
3.1 Datasets 

Latest researches [19] have shown that clinical 
feature based data modality methods perform well 
than the image based data.In this study, the 
Clevland data set[17] and KaggleClevland-Statlog-
Hungary dataset[18] are taken.TheClevland dataset 
contains 303 records with 14 features including the 
output feature.The later dataset is a combination of 
Clevland(303), Hungarian(294), Switzerland(123), 
Longbeach VA(200) and Stalog(270) datasets.It 
contains a total of  1190 records with 12 
features.Dataset contains health related data like 
ECG,sugarlevel,cholesterol,chestpain,ECG, 
etc.Some researchers create synthetic data as the 
number of datasets in the Clevland is small[7]. But 
the data can not be relied upon  if artificial data are 
created much.In this study 70-30 train test split is 
used.TheClevlanddataset is shown in the Table 1. 

 
           
 
 
 
 
 
 
 
 
 
 
‘ 
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Table 1. Clevland Dataset 
# Field Detail 

0           Age Age of the patient. 

1                    sex        
Patient’s gender 

2 cp Chest pain value  

3 Trestbps Blood pressure while resting 

4 Chol 
Patient’s Cholesterol 

5 Fbs Fasting Glucose level 

6 Restecg Resting ECG 

7 Thalach Achieved peak heart rate  

8 Exang 
exercise induced angina pain.(1 
=positive; 0 = negative) 

9 Oldpeak ST depression  

10 Slope the slope of the peak exercise ST 
segment  

11 Ca 
number of main vessels  coloured 
by fluoroscopy 

12 Thal 
3 = normal; 6 = fixed defect; 7 = 
reversible defect 

13 Target 
Heart disease or not 

 
3.2  Data Preprocessing 
 

The real data most probably contain some 
irrelevant information,redundant data and some 
noise .These data should be properly preprocessed 

to avoid all these problems.Relationshipof the field 
sex with target variable in Clevland is shown in Fig 
1 and in Statlog Hungary dataset is shown in Fig 2. 

The histogram of Clevland dataset is shown in 
Fig 3 and that of  thesecond dataset is shown in Fig 
4. 

 
                    Figure 1.Relationship of sex with target 

 
   Figure 2.Relationship of age with target in Clevland-

Statlog-Hungary--Longbeachdataset 
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Figure 3.Histogram of Clevland dataset 

 

 
Figure 4.Histogram of Clevland-Statlog-Hungary-Longbeach. 
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Figure 5.Heatmap of Clevland dataset 

 

 
Figure 6.Heatmap of Clevland-Statlog-Hungary-Longbeach Dataset 
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All null values in the both datasets are 
eliminated. Most of the researchers use min max 
scalar for standardization[20]In order to make all 
features to acommon scale standardization is 
applied as feature scaling method.The equation of  
standardization is  

Z=X-/𝑋 −
µ


 

where u is the mean and z is the standard deviation. 
 
3.3 PCA 
 

In ML technology, too much fields are not a 
good sign.In some datasets large number of features 
will lead to poor accuracy.In order to reduce the 
curse of dimensionality Principal Component 
Analysis is used as dimensionality reduction 
method[21].The main aim of PCA is to figure out 
the patterns and correlations among different 
features in the dataset.So all redundant data and 
inconsistent data should be removed.PCA is done 
through a series of steps.Let A is an n*m  matrix 
and B is the resultant matrix after PCA . 

 
Step1:Standardization of  the data 
Step 2:Compute mean values of all 
columns.M=mean(A) 
Step 3: To center the values in each colum,subtract 
the mean value column ,C=A-M 
Step 4: Compute covariance matrix of C,V=cov(C) 
Step 5: Calculate eigen values and vectors of 
V,eig(V) 
Step 6:Select q eigen vectors that have the q largest 
eigen values, known as principal components. 
From the initial set of variables, the new set of 
variables obtained are Principal components. 
 
3.4 Proposed Voting Ensemble Method 
 

Ensemble methods are widely use in ML 
techniques[22].It combines various base models for 
producing one optimum predictive model.Different 
ensemble techniques are bagging,boosting , 
stacking and majority voting.In this research 
majority voting technique is applied for combining 
predictions from different other models.By using 
majority voting better performance can be achieved 
than using a single model.Voting ensemble method  
is used when all models have equal good 
performance.Here 
Logistic Regression, Decision Tree,  KNN and 
SVM are  
used as base models.Voting ensemble method can 
be 
shown in the Fig 7. 

 
 

 
Figure 7.Proposed Majority Voting method 

 
 

In majority voting , different classifiers combine  
through majority voting technique. The final prediction 
has been decided by the highest probability of selected 
class.Voting ensemble method is shown in figure 8. 
Let C1,C2…Cn are the individual classifier 
predictions,the majority voting classifier  
Ý=mode{C1,C2,….Cn}. 
 
 
In the proposed methodology, the individual learners 
Logistic Regression, Decision Tree, KNN,SVM and 
majority voting are implemented on both Clevland as 
well as Clevland-Statlog-Hungary dataset.Then the 
above classifiers are applied on  both these datasets 
after using the dimensionality reduction method  
PCA.Then the  
performance of both the method are compared 
using the metrics, accuracy, precision and recall. 
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4.  DISCUSSION AND PERFORMANCE  
COMPARISON 
 
To assess the benefit of the proposed 

method, the experiments are conducted on Clevland 
as well as Statlog-Hungary dataset.In Table 2, the 
results are presented by comparing performance of 
Clevland dataset with and without using PCA 
dimensionality reduction method.Table 3 describes 
the performance measures of the proposed method 
on Clevland-Statlog-Hungary dataset. 

 
Table 2 .Performance measures on Clevland 

dataset 

Figure 8.Majority Voting Classifier Model 

Table 3 Performance measures of Clevland-Statlog-
Hungary-Longbeach dataset 

 
 
In Clevland dataset, the majority voting  

with PCA has the highest accuracy of 87%.In the 
case of the second dataset Decision Tree with PCA 
shows better accuracy of 89%.The performance of 
different classifiers and voting ensemble method  of 
Clevland dataset and the  
second dataset both with and without PCA is shown 
in the Figure 9,Figure 10,Figure 11 and Figure 12.A 
comparison of the above results show that PCA 
method improves the accuracy than using without 
PCA.In both the dataset Majority voting performs 
well than in many recent studies[24]. 
 
 

 
 

Figure 9.Clevlandwithout PCA 
 

Models  
 
Precision 

Recall   f1-score 
Accuracy_
score 

LR  0.8159 0.8109 0.8109 0.8109 

LR(PCA)  0.8159 0.8109 0.8109 0.8298 

SVM 0.8135 0.8135 0.8110 0.8109 

SVM(PCA
) 

0.8135 0.8135 0.8111 0.8239 

DT 0.8736 0.8697 0.8692 0.8697 

DT(PCA) 0.8921 0.8908 0.8908 0.8908 

KNN 0.8412 0.8361 0.8361 0.8211 

KNN(PCA
) 

0.88412 0.8361 0.8361 0.8361 

Hard 
Voting 

0.8944 0.8861 0.8861 0.9167 

Models  
 
Precision 

Recall   f1-score 
Accurac
y_score 

LR  0.7878 0.78689 0.787115 0.786885 

LR(PCA)  0.8183 0.8113 0.87115 0.8885 

SVM 0.8214 0.8184 0.8184 0.81967 

SVM(PCA
) 

0.8207 0.8196 0.8184 0.8727 

DT 0.7866 0.7868 0.7865 0.7869 

DT(PCA) 0.7721 0.7778 0.7377 0.7877 

KNN 0.820502 0.8196 0.8199 0.8197 

KNN(PCA
) 

0.8205 0.7573 0.7872 0.8571 

Hard 
Voting 

0.9432 0.9123 0.9248 0.9557 
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Figure 10.Clevland with PCA 

   
Figure 11.Clevland-Statlog_hungary_Longbeach  without 

PCA          

 
Figure 12.Clevland-Statlog_hungary_Longbeach  with 

PCA 
 
 

5. CONCLUSION 
 
In this paper, a model based on ensemble 

voting technique along with PCA is used for 
improving the performance of heart disease 
prediction.It is not feasible ,when all the features of 
a dataset are used for training.The aim of the 
classifier is to predict whether a person has heart 
disease or not.In this research,two datasets Clevland 
and Clevland-Statlog-Hungary-Longbeach  are used 
for comparison.Different classifiers Logistic 
regression,Decision Tree Classifier,KNN and SVM 
are applied on these two datasets with and without 
using PCA.Then majority voting is applied on these 
classifiers to predict the best accuracy.In both 
datasets, classifiers with PCA method performs 
well than using the classifiers alone.From the 
analysis, majority voting has the highest accuracy 
of  95.57%  in Clevland dataset and 91.67% in 
Clevland-Statlog-Hungary-Longbeachdataset.The 
future scope of this study aims to focus on a 
comparatively large dataset with different feature 
selection technique and ensemble deep learning.  
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