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ABSTRACT 
 

 The Internet of Things (IoT) gives a virtual view, via the Internet Protocol, to a huge variety of real life 
objects, ranging from a car, to a teacup, weather atmosphere etc. The Internet of Things (IoT) is the 
network of physical objects, devices, vehicles, buildings and other items which are embedded with 
electronics, software, sensors, and network connectivity, which enables these articles to gather and trade 
information. WSNs are integrated into the Internet of Things (IoT), where sensor nodes join the Internet 
dynamically, and use it to collaborate and accomplish their tasks. Wireless sensor networks (WSN) are well 
suited for long term environmental data acquisition for IoT representation. And we also discuss More and 
more natural disasters are happening every year: floods, earthquakes, volcanic eruptions, etc. So as to 
decrease the risk of possible damages, governments all around the world are investing into development of 
Early Warning Systems (EWS) for environmental applications. The most essential assignment of the EWS 
is identification of the onset of critical situations affecting environment and population, early enough to 
inform the authorities and general public. This paper portrays a methodology for observing of surge 
securities systems based on machine learning methods. 
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1. INTRODUCTION TO ENVIRONMENTAL 

ISSUES: 
 
Applications for IoT ecological monitoring often 
employ sensors to monitor air or water quality, air 
or soil conditions, and can even include areas like 
monitoring the advances of untamed life and their 
territory. The development of resource-required 
devices connected to the Internet also means that 
many applications, such as tidal wave or earthquake 
early warning systems, may be specified and used 
by crisis administrations to provide effective 
guidance. A urban IoT can provide plans to monitor 
the air quality in crowded areas, parks, or wellness 
trails. The acceptance of such a system necessitates 
the distribution of air quality and pollution sensors 
across the city and the public release of the sensor 
data. Floods, earthquakes, volcanic eruptions, and 

other natural calamities frequently affect more than 
two thirds of European towns. By identifying 
variables that foretell the commencement of a 
catastrophe and assessing its impact, early warning 
systems (EWS) play a key role in reducing the 
effects of such disasters. The EWS offers data 
management and decision assistance to businesses, 
governments, and the general public. The 
enhancement of an Internet-based service platform 
for early warning systems certified for floods is the 
objective of the Urban Flood FP7 project. The 
majority of the present EWS predicts river and 
waterway water levels but not the state of the dikes 
or the likelihood of dike breaches. Studies revealed 
that data from sensor systems can predict dike 
collapses. This method will be strengthened by 
early warnings of these failures. The artificial 
intelligence (AI) component's job is to identify the 
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object's anomalous behaviour and to give the 
decision support system early warning signs[1,2]. 
 
2, WHAT IS IOT: 
 
The Internet of Things (IoT) is a network of 
objects, such as cars and home appliances, that 
have electronics, software, actuators, and networks 
that enable connections, communication, and data 
sharing. Education, communication, business, 
research, governance, and humanity are all 
impacted by the Internet. Unquestionably, the 
Internet is among the most significant and potent 
inventions in human history, and with the advent of 
the internet of things, it is now easier than ever to 
live a smart life in every way. Another  
advancement brought on by the Internet of Things. 
The Internet of Things enables related decisions 
that take into account how an object may 
communicate, allowing things to see themselves 
and gain knowledge.. These articles can access 
information that has been gathered by various 
entities or uploaded to various administrative 
systems. Figure 1 shows that with the internet of 
things, everything will be able to be brought to the 
web at anytime from anywhere to provide any 
services by any system to anybody. This concept 
will incorporate more uses, such as the smart home 
and smart car, to provide a variety of services, 
including alerts, security, energy conservation, 
computerization, correspondence, PCs, and 
entertainment.[4]

 
Fig1. Iot Road Map 

 
The point of this paper is available the web of 
things Applications, Related Future Technologies, 
and difficulties.[5] 
 
3.WIRELESS NETWORK SYSTEM (WSN): 
 
Indoor and outdoor applications are also included in 
WSN ecological observation. The latter might 
belong to either the open nature classification or the 
city transmitting class (for example, for watching 

traffic, illumination, or contaminants) (e.g., 
substance risk, earth-shudder and flooding 
discovery, spring of gushing lava and habitat 
observing, climate determining, accuracy 
agribusiness). Extreme weather conditions can test 
the reliability of any external device, but for open 
nature the maintenance can also be exceedingly 
tough and expensive. Recent developments in 
gadgets and remote communications have enabled 
the development of compact, easy-to-use sensor 
hubs that can transmit information over short 
distances. These modest and generally simple 
sensor hubs are made up of detecting, preparing, 
and transporting components. Such hubs can 
cooperate with one another in significant numbers 
when they are delivered over large zones. The 
sensor hubs typically operate on extremely 
constrained vitality holdings in order to save 
money. Untimely energy use can substantially 
impede system administration; as such, it should be 
addressed in light of the IoT application 
requirements for cost, sending, maintenance, and 
administration accessibility. WSN development for 
reliable activity is time-consuming and expensive, 
as shown by open nature organisations, 
correspondence convention improvements, and 
studies. It scarcely fulfills the IoT applications 
necessities for long haul, ease and dependable 
administration, except if reusable equipment and 
programming stages are accessible, including 
adaptable Internet-empowered servers to gather and 
process the field information for IoT 
applications[6]. The paper's declarations of support 
for WSN analysts might be summed up as follows: 
1) Exact conclusions for a specific WSN 
application for long-range natural observation, 
which may be used to analyse the viability of 
innovative WSN configurations, 
2) Specifics, plan considerations, and trial findings 
for stage segments that meet the requirements of a 
typical IoT application, which are low cost, high 
reliability, and long service time 
A quick and configuration-free field deployment 
process suitable for large-scale IoT application 
setups, together with  
3) Specifications and design considerations for 
platform re-usability for a variety of distributed 
event-based environmental monitoring 
applications.[7] 
 
3.1WSN Applications: 
 
The broad area of remote sensor organisation may 
be divided into three basic categories as shown by: 
Observing communications between objects and 
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space, inspecting things, and monitoring space. 
Environment inspection is an example of the first 
category. WSNs are dispatched particularly to areas 
with ice masses, forests, and mountains in order to 
gather biological characteristics across large areas. 
The effects of environmental change on shaking fall 
in permafrost zones, for example, may be studied 
using temperature, moisture, or light sensor 
measurements. One such definition of second class 
is auxiliary checking. Mechanical modifications of 
scaffolds or other constructions revealing possible 
structural breaks may be identified by means of 
vibration, acoustic outflows, and reactions to 
boosts. Monitoring communication between objects 
and space is a combination of the two previous 
categories and includes keeping an eye out for 
natural dangers like surges and volcanic activity[8] 

.  
Figure: 2 Iot Layers 

 
IoT Environmental Monitoring Requirements: 
Especially in open natural areas, WSN data 
gathering for IoT environmental monitoring 
applications is difficult. Large sensor counts, cheap 
costs, great reliability, and extended maintenance-
free operation may be necessary for these. The 
deployment field may be expensive and challenging 
to access, the nodes may be exposed to 
unpredictable and extreme weather conditions, and 
the field devices' weight, size, and robustness may 
be important, for example, if they are carried in 
backpacks. The majority of these specifications and 
circumstances are present in the widely used 
wildfire monitoring programme. 
System under Consideration: The system under 
consideration has an IoT-based architecture with 
four layers: the perception layer, the network layer, 
the middleware layer, and the application layer. The 
suggested system's tiers are all depicted in Figure 
2.[9] 
The perception layer, which often includes real-
time datasets, models/methods, knowledge, and 

other data, is used to acquire information and other 
data of itemised variables of the physical world 
(targets or undertakings) in natural checks and the 
board. The IoT-based real-time data collecting uses 
several sensors. 
Network Layer: The connectivity of frameworks 
and stages, as well as basic information and data 
transmission functions, are handled by the system 
layer. Basically, access networks and transport 
networks make up the system layer. Access 
networks are wireless short-range networks that 
often include Sensors Area Networks (SAN), WiFi, 
and ZigBee as common components to aid in the 
connection of objects. EISs can be connected to the 
cooperative environmental cloud with Web service-
based global network transport protocols [Hyper 
Text Transfer Protocol/ Transmission Control 
Protocol (HTTP/TCP) and Constrained Application 
Protocol/User Datagram Protocol (CoAP/UDP)] 
and Wide Area Networks (WANs) of wired or 
wireless hybrid networks are typically subsystems 
of EIS with wired and wireless broadband IP 
network. and Internet Protocol version 4/Internet 
Protocol version 6 (IPv4/IPv6) are common 
technologies or standards for the transport 
networks. 
Middle layer: The middleware layer sits between 
the network layer and the application layer and 
consists of a number of sub-layers for managing 
data, software/tools, models, and platforms. Java 
database connectivity (JDBC) APIs or 
representational state transfer APIs provided 
interactions between parts, interfaces, applications, 
and protocols.[10] 
Application layer: The application layer provides 
the components for storing, classifying, managing, 
and sharing earth information as well as other data 
obtained from sensors, devices, and Web services, 
as well as the components for using professional 
applications in natural checking and the board, such 
as assets the executives. The finest dimension, 
which talks to IIS's final attempt for condition 
choice administration and arrangement 
administration, is the application layer. Layer of 
recognition: The discerning layer is mostly used to 
acquire data and other information about the 
individual parts of the physical environment. the 
system layer The connectivity of frameworks and 
stages, as well as basic information and data 
transmission functions, are handled by the system 
layer. In this case, LAN is used to send or obtain 
the information. Every action required by the 
intermediate layer is also taken by the application 
layer. The layer is responsible for information 
collaboration with the system layer and for 



Journal of Theoretical and Applied Information Technology 
15th December 2022. Vol.100. No 23 

© 2022 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6877 

 

processing the information acquired for ecological 
management. The application makes use of three 
sensors. Temperature sensor, first 2. Sensor for 
light 3. a wet/dry sensor. The data from the sensors 
is gathered, analysed by a processor, and sent 
through the Internet to the authorised person's email 
address.[11] 
LM35 Precision Centigrade Temperature 
Sensor: The LM35 converts electrical signals into 
temperature value. The yield voltage of LM35 
arrangement sensors, which measure temperature 
precisely via a coordinated circuit, is directly 
proportional to the Celsius temperature. Since the 
LM35 is internally aligned, there is no need for 
external adjustment. The LM35 can provide 
industry-standard exactness’s of 14°C at room 
temperature and 34°C across the whole temperature 
range of 55 to +150°C without requiring any 
external adjustment or cutting.. 

 
Fig3: PCB Board for the Proposed Project 

 
LDR - Light Dependent Resistor:  LDRs, or light 
dependent resistors, are incredibly useful, 
especially in circuits for light and dark sensors. A 
LDR's resistance is often high, sometimes reaching 
1,000,000 ohms, but when it is illuminated, the 
resistance substantially decreases. 
Moisture sensor: The amount of water in the soil 
is estimated using soil dampness sensors. Different 
soil dampness sensors are used in a soil dampness 
test. A frequency space sensor, such as a 
capacitance sensor, is a typical type of soil 
dampness sensor used in industry. Another sensor, 
neutron dampness, examines the water's neutron 
arbitrator characteristics. Less costly sensors, which 
are often used at home, rely on two anodes to 
estimate the resistance of the soil. 
 
RASPBERRY PI: A ARM1176JZF-S 700MHz 
CPU, VideoCoreIV GPU, and 256 MB of RAM 
were included in the Raspberry Pi's original 256 
MB system on a chip (SoC), which was later 
updated to 512 MB. It does not have an internal 
hard drive or solid-state drive; instead, it boots from 

an SD card and stores data on it.

 
Fig 4: Raspberry PI 

 
Application Server:  The primary goals of a WSN 
application server are to gather, store, and provide 
users with access to relevant data. It links the 
idleness energy exchange off, the low power 
communication sections, and the rapid and 
universal end user field information access (by 
humans or IoT applications). The structure that can 
be seen below is the result of completely 
customised server code. It provides interfaces for 
field hubs (gateways), field managers and 
administrators, several warning channels, and 
external access for other IoT frameworks. 
Interfaces for application servers. In order to 
communicate effectively with the field hubs 
(entryways) across unreliable connections, two 
conventions—normal and administrative (boot 
loader) task—are used. 
.

 
Fig5: Application Server Interface 

 
Two protocols are used to interface with the field 
nodes (gateways) for an energy-efficient 
communication over unreliable connections: 
normal and service (boot loader) operation. 
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Fig6: Weather Observation Sensor. 

 
Information is absorbed and transferred between 
neighbouring layers of the hierarchy in the 
hierarchical weather simulation. The edge servers 
receive data from the IOT sensors, integrate it, and 
use it to execute very precise local weather 
forecasting simulations. The Earth Simulator and 
the edge servers communicate simulation results. 
By obtaining weather data from the regional 
weather simulations outside their computation 
range, the local weather simulations can obtain 
boundary conditions for the edges of their count 
ranges. The highly accurate weather simulation 
information can be obtained from specific regions 
by the wide-area weather simulations. 
Information from the wide-area forecast results can 
be integrated back into the local simulations when 
the accuracy of wide-area simulations is increased 
by including information from the results of local 
recreations. Westerly winds cause the weather in 
the middle latitudes, where Japan is located, to shift 
from west to east. With regard to such temporal 
shifts, data assimilated from small simulations can 
be used to excellent advantage in wide-area 
simulations. 
It would be possible to provide weather forecast 
data to locations of high business value, such as 
densely populated areas, regions in which essential 
businesses are concentrated, riverine areas, national 
highways, and stadiums, through a nationwide 
distribution of IOT sensors and edge servers.[12] 
 
4.WHAT IS MACHINE LEARNING: 
 
Computer systems utilise algorithms and statistical 
models to gradually improve their performance on a 
given job, and this process is known as machine 
learning (ML). In order to generate predictions or 
choices without being explicitly taught to do so, 
machine learning algorithms create a mathematical 
model using sample data, referred to as "training 
data". 

In applications like email filtering, network 
intrusion detection, and computer vision, when it is 
impossible to create an algorithm with precise 
instructions for carrying out the task, machine 
learning techniques are used. Computational 
statistics, which focuses on making predictions with 
computers, is closely connected to machine 
learning. 
The study of mathematical optimization delivers 
methods, hypothesis and application areas to the 
field of machine learning. Data mining is a field of 
study within machine learning, and focuses on 
exploratory data analysis through unsupervised 
learning. 
The "No Free Lunch" theorem is a concept in 
machine learning. In a nutshell, it asserts that no 
one computation is best for all issues, and that this 
is particularly true for supervised learning (i.e. 
predictive modelling). For instance, one cannot 
claim that decision trees or neural networks are 
always superior than one another. The quantity and 
structure of your dataset are only two of the many 
variables at play. You should thus test a variety of 
algorithms for your issue while utilising a hold-out 
"test set" of data to assess performance and choose 
the best one. Naturally, the algorithms you test 
must be appropriate for your issue, which is where 
choosing the appropriate machine learning 
assignment comes into play.As the analogy, if you 
need to clean your house, you might utilize a 
vacuum, a floor brush, or a cleaner, however you 
wouldn’t bust out a shovel and start digging. 
 
4.1The Big Principle: 
All supervised machine learning algorithms for 
predictive modelling, however, share a fundamental 
idea. Learning a target function (f) that most 
effectively converts input variables (X) to output 
variables (Y) is how machine learning algorithms 
work. Y = f(X) (X) 
Given fresh samples of the input variables, we 
would want to predict the future (Y) in this generic 
learning problem (X). The shape and appearance of 
the function (f) are unknown. If we did, we 
wouldn't have to utilise machine learning 
techniques to learn it from data; instead, we could 
apply it right away. Learning the mapping Y = f(X) 
to create predictions of Y for fresh X is the most 
popular sort of machine learning. 
Making the most precise predictions is what is 
referred to as predictive modelling or predictive 
analytics. In this paper, the method is taken into 
account as a component of the strategy for 
identifying abnormal behavior.[12] 
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5.THE APPROACH FOR ABNORMAL 
BEHAVIOUR DETECTION: 

 
A. Approach Description 
Continuous monitoring of the status of the dikes is 
required. In order to monitor the state of the dikes, 
several sensor data must be prepared. It is obvious 
that the amount of incomplete data is too high for 
manual examinations. Data aggregation and 
validation for sensor data must be done 
automatically. In order to facilitate the extraction of 
defect indications for additional investigation, 
machine learning techniques are chosen. The 
generic plan for an automated abnormality 
detection is shown in the figure below. 
Environmental factors and dike parameters are 
inputs that, after pre-processing, are examined by a 
group of classification agents called Neural Clouds 
(NC). Following that, additional analysis may be 
performed using the confidence values produced by 
NC.. 
It is critical to differentiate between sensor issues 
and dike failures. For instance, some sensors 
simultaneously display normal behaviour while 
others signal aberrant behaviour. Either a sensor 
flaw or a leak might be the cause. Some duplicate 
information is used in this instance. For the purpose 
of identifying analytical groupings of deployed 
sensors, clustering algorithms and statistical 
correlation are employed. This so-called analytical 
redundancy is present. Physical redundancy refers 
to the grouping of sensors into categories such as 
those that measure the same brand or those that 
come from the same cross-section. Additionally, it 
is important to examine the connections between 
environmental factors and dike features.[12] 

 
Fig8: Generic Scheme Of The Pre-Processing Stage 

 
The data pre-processing strategy is shown in Fig. 
above as the first part of the information inspection 
stream. It has blocks for feature extraction, 
denormalization, and data normalisation. Each pre-
processing block contains two primary data flows: a 
stream of computed features and a stream of sensor 
data. The use of a method for aberrant behaviour 

detection is involved in further analysis of the 
sensor data flow. Building a set of redundant 
characteristics that indicate potential dependencies 
within the data set and the crucial data qualities is 
one of the goals of data pre-processing. Features 
will be calculated using various techniques in the 
frequency and time domain for sliding windows 
and utilised as both free abnormality indicators and 
inputs for the variation from the norm recognition 
square. Utilizing interpolation techniques, detected 
outliers and data gaps brought on by sensor 
network or communication issues will be filled in. 
The fundamental principle of NC (Neural Clouds) 
for complex system monitoring is based on the 
construction of a single categorization instance 
intended to identify departures from the normal 
state of the entire framework's behaviour. This 
study expands on that strategy by creating a group 
of classification agents that may be independently 
taught and used to locate faults or abnormalities. By 
doing this, we can make effective use of the EWS's 
cloud computing infrastructure. Reduced 
computing burden and quicker reaction times are 
advantages of employing smaller scale 
classification algorithms operating on distributed 
computer resources. It is suggested that the data 
sets be gathered by information kind, sensor region, 
and potential circumstances. Additionally, we teach 
the NC encapsulates committee independently for 
each collection. The finding of deviations from the 
norm in the data from a specific sensor group, of 
correlations between the data from chosen sensors, 
and of other extracted characteristics is the 
responsibility of local classification agents. Such an 
expansion might greatly increase the accuracy of 
the variance from the norm detection and boost the 
efficiency of the subsequent decision support 
procedures. 
The nature of environmental systems provides 
another stage in the development of NC application 
techniques. The external factors that affect dike 
characteristics include the time of day, high or low 
tide, air pressure, wind, seasonal temperature 
changes, etc. For example, models with the same 
internal structure, such as the number of 
classification agents, inputs for the agents, etc., can 
be used for different seasons. We advise creating 
many models of classification agents and training 
them in accordance with the chosen rules. Seasonal 
preparation is done, and the models are activated 
according on the timetable that has been chosen. 
Combining the models would make it plausible to 
take the change interims into account while using 
the committees' confidence estimates. The 
methodology covered in this paper serves as the 
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foundation for the AI component's implementation 
in the Urban Flood Early Warning System. 
 
6. ARTIFICIAL INTELLIGENCE 

COMPONENT  
 
The AI component's initial implementation was 
created using the C++ and Java programming 
languages and included in the EWS infrastructure. 
The AI segment consumes XML-formatted real-
time dike measurements that are published into the 
Java Message Service (JMS) bus. The results of the 
information analysis are provided back to the JMS 
topic so that other JMS components and the 
decision support system may use them. The AI 

component's output message likewise uses XML 
and includes computed confidence values, 
timestamps for measurement, and analysis. The 
data analysis block is based on the strategy for 
detecting anomalous behaviour. The Web Dash 
Board component displays input measurements and 
derived confidence levels. The only software 
needed to see dike measurements and data 
processing results is a web browser. All the other 
EWS components must get information about the 
condition of the AI component from the self-
monitoring block. This block's primary objective is 
to make the EWS infrastructure and applications 
more resilient.[12] 

 
 

Fig 9: Artificial Intelligence Component As Part Of The Urban Flood Early Warning System 
 
 

7. RESULTS:  
The below table explains the results of 
environmental forecasting with the various 
techniques. Empirical investigations are big 
evidence for how environment can be forecasted. 
 

Table 1: Environmental Prediction Accuracy 
Name of The 
Technique 

Accuracy 

Machine Learning 92 
IoT 94 
Statistical Prediction 88 
 

8. CONCLUSION:  
 
The importance of the environment in the actual 
world was discussed in this study, which also 
discussed how IoT and machine learning might be 
used to anticipate environmental characteristics. 
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