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ABSTRACT 
 

This work presents an image classification process using machine and deep learning. The machine learning 
has feature extraction and classification modules. It can extract certain features of images but unable to 
select differentiating features from the training set of data. Deep learning can find naturally the relevant 
features for the adopted applications. The convolutional neural network (CNN) is one of the common deep 
learning approaches. CNN has an input layer, hidden layers, and an output layer. An image is constructed 
as a matrix of pixels where the pixel values are given to the input layer supported with weights and biases. 
The hidden layers are convolutional, pooling and/or fully connected layers. The output layer is a fully 
connected layer to classify the image to which class it belongs to. Moreover, a set of hyper-parameters are 
analyzed and investigated. The parameters play an important role in the performance of the image 
classification process. A set of experiments are operated to see the effect of every hyper parameter. The 
parameters include; but not limited to; the number of hidden layers, the number of epochs, filter size, 
number of filters, batch size, learning rate, optimization method, and others. 

Moreover, a useful supervised machine learning approach is adopted to classify the images. The number of 
selected features has a vital role on the performance of the support vector machine (SVM). Both the CNN 
and SVM are operated and tested using two big datasets. The first dataset; CIFAR-10; has ten classes and 
60,000 images where the second one; MNIST; has ten classes and 70,000 images. The performance of both 
deep learning and SVM approaches are compared. Some measurable criteria are considered such as 
accuracy, learning time, prediction time, and others. The classification accuracy using CNN outperforms 
that accuracy value for the SVM. The performance of CNN using the MNIST dataset is better than the 
CNN using the CIFAR-10 dataset. This means that the dataset size, nature, and characterization play an 
important role in the performance of machine and deep learning approaches. The learning time and 
prediction time for CNN approach are greater than those corresponding values of SVM. The obtained 
results in this work are better than some of the related efforts published in the literatures by others using the 
same machine learning approaches and the same datasets. 

Keywords:  Image Classification, Machine Learning, Deep Learning, Image Datasets, and Performance 
Evaluation. 

 
1. INTRODUCTION AND RELATED WORK 

Image classification aims to process digital 
images using computer algorithms. The important 
steps of any image processing task include: 
importing the image using an acquisition tool, 
analyzing the acquired image, and producing results 
based on the image analysis. Several operations can 
be done on an input image either to get an enhanced 
image or to extract some useful information. Image 
processing involves several important themes such 
as pattern recognition, image editing, image 
segmentation, image restoration, multi-scale image 
analysis, feature extraction, image classification, 
and others. 

Image classification is an important task to 
categorize and label groups of pixels or vectors 
within an image based on specific rules. Supervised 
image classification aims at selecting training data 
within the image and assessing it to one of the 
predefined categories or classes. Deep learning is an 
important type of machine learning which can 
utilize a layered structure of several algorithms 
expressed as an artificial neural network (ANN). 
ANN can be simulated with the help of the 
biological neural network of the human brain. In 
most cases, deep learning approaches outperform 
those classical ones specially when using big 
amount of data [1]. Images can be classified to their 
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relevant predefined categories using machine and 
deep learning approaches. Image classification is 
important for several applications such as 
healthcare systems, medical images, industrial 
applications, video games, and others [2], [3] and 
[4]. Moreover, several research efforts were 
presented for handling machine learning, deep 
learning, feature extraction, feature selection, image 
classification, and others. Examples of such efforts 
for image classification include; but not limited to; 
the following:- 

[5] discussed some image classification methods 
based on artificial intelligence (AI) for diagnosing 
the skin cancer. Some AI solutions were developed; 
specially deep learning algorithms; to distinguish 
malignant skin lesions from benign lesions in 
different image modalities such as clinical, 
histopathology, and dermascopic images. The 
authors highlighted some challenges and future 
opportunities to improve the AI solutions to support 
dermatologists and enhance their ability to diagnose 
the skin cancer. 

[6] mentioned that deep learning can be used to 
improve the performance of image processing. 
Deep learning is promising for different application 
areas such as: agriculture, space agencies, medical 
field, forensics, and others. The authors presented 
the architectures of some deep learning approaches 
and also the applications of deep learning in image 
detection, image segmentation, and image 
classification. The authors highlighted the benefits 
and weaknesses of deep learning tools that are used 
for image processing. 

[4] reviewed CNN deep learning models and 
compared their differences and similarities. Target 
detection and object segmentation algorithms were 
presented. The adopted deep learning approach was 
used to solve some problems in computer vision, 
multi-objective classification and relevant fields in 
industry and academia. Beside the innovation of 
deep learning algorithms, the construction of large-
scale datasets and development tools were 
important for image classification. 

[7] proposed a method for image classification 
and object recognition. The proposed method is 
based on amalgamating both the SVM and CNN. 
The Alex-Net was pre-trained for the large-scale 
object image dataset. The SVM was used as 
trainable classifier. The feature vectors were passed 
to the SVM from Alex-Net. The STL-10 dataset 
was used as object images where the number of 
classes was ten. The STL-10 object images were 
trained by the SVM with data augmentation. Some 

augmentation methods were applied such as 
rotation, skewing and elastic distortion. The 
experimental results for applying the proposed 
image classification and image augmentation were 
effective and promising. 

[8] mentioned that the deep learning model has a 
powerful learning ability which integrates the 
feature extraction and classification process to 
complete the image classification test. This played 
an important role for improving the image 
classification accuracy. The authors proposed an 
image classification algorithm based on the stacked 
sparse coding depth learning model-optimized 
kernel function non-negative sparse representation. 
The experimental results of the proposed method 
presented higher accuracy values compared with 
some related works. Also, the proposed method was 
used to improve the image classification accuracy 
in complex problems. 

[9] applied some machine learning algorithms for 
image classification based on the bag of features 
approach. The bag of features aims to find vector 
representation of input images that categorized 
images into a finite set of classes. The authors 
presented a comparative study between different 
feature extraction methods and classification 
algorithms. The authors made guessing of the best 
machine learning technique to recognize the stop 
sign images. 

[10] discussed some machine learning 
approaches to make pattern recognition. The 
approaches are multilayer perception, SVM, CNN 
and others. The authors mentioned that the process 
of identification of the symbol and different 
numbers are based on the methods of machine 
learning. From the experimental results, the 
Bayesian neural networks were promising for 
classification. 

The organization of this work is as follows: 
Section 2 gives a brief overview of the adopted test-
bed datasets for image classification. Section 3 
discusses the convolution neural network (CNN) 
deep learning model. Section 3 also presents the 
main building blocks of the CNN deep learning 
model. Section 4 presents the implementation work 
and experimental results for applying the CNN and 
SVM machine learning approaches on the test-bed 
datasets. The effect of each key parameter of the 
deep learning model is also discussed and 
investigated. All the obtained results are compared 
and discussed in Section 5. Finally, Section 6 
concludes the whole work. 
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2. THE ADOPTED DATASETS FOR IMAGE 
CLASSIFICATION 

 

In this research work, two common image 
datasets are applied as test-beds. The datasets are 
CIFAR-10 and MNIST. The CIFAR-10 dataset 
consists of 60,000 colored images distributed in 10 
classes with 6,000 per class. The input image is of 
size 32x32x3 and each image subtracts its own 
three channel (R/G/B) mean value to speed-up the 
conversion of deep CNN model. The size of the 
whole dataset is 170 MB. The classes of CIFAR-10 
are: airplane, automobile, bird, cat, deer, dog, frog, 
horse, ship, and truck. During the classification 
process 50,000 images and 10,000 images are 
dedicated for training and testing respectively [11], 
[12], and [3]. 

The second dataset is called MNIST and it is 
concerned with handwritten data. The number of 
records of MNIST is 70,000 images in 10 classes 
where 60,000 images are dedicated for training 
while the remaining 10,000 images are used for 
testing. All images are in grayscale with 10 classes. 
The size of the whole MNIST dataset is 30 MB 
[13], [14]. 

3. AN ADOPTED DEEP LEARNING 
MODEL 

 
Machine learning plays an important role for a lot 
of applications. Machine learning aims at 
automatically learn to make predictions as well as 
classification based on the previous observations. 
Image classification can utilize the benefits from 
machine learning in general and from deep learning 
in particular. Deep learning uses multiple layers to 
represent the abstraction of data. The deep learning 
approaches are promising as they can amalgamate 
the feature extraction and image classification. 

Deep learning models based on convolution 
neural network (CNN) presented a great attention 
from several researchers in image classification. 
CNN can learn directly from the image data so 
there is no need to make manual feature extraction. 
The advantages of CNN; include but not limited to; 
parameter sharing, equivalent representation and 
sparse interactions [15], [16], [17], [8], and [18]. 
CNN can be used to extract and compress the 
features of an image and obtain the higher level 
ones. CNN is a promising approach because it is 
designed to support non-linear and sophisticated 
data manipulation for effective learning. 

 

3.1 Why Deep Learning Based on Convolution 
Neural Network? 

Convolution neural network (CNN) is effective 
in feature representation performance in addition to 
its capability to achieve complex image 
classification. The analysis of CNN is adopted in 
this research work as it has a lot of advantages 
compared to some other deep learning methods. 
Using CNN, the input image matches well with the 
topological CNN structure. Extraction of features 
can occur simultaneously with pattern classification 
and generation in the training process. CNN can be 
effectively used to recognize 2D images in terms of 
shifting, scaling and some sort of distortion. CNN 
can avoid explicit feature extraction and learns 
implicitly from data training. CNN can learn in 
parallel as the neurons in the same feature mapping 
plane share the weight. CNN uses multi-layer 
convolution and trains with a fully connected layer. 
In multilayer convolution, the higher the layer the 
more global the learnt features are. CNN; in most 
cases; is more flexible and cost efficient than some 
other related methods. Moreover, real time deep 
learning using CNN is important for real time 
image classification [19], [13], and [20]. 

 

3.2 The Main Architectural Units of CNN Deep 
Learning Model 

CNN can be used for cognitive tasks and image 
processing in general and image classification in 
particular. The CNN architecture has an input layer, 
number of hidden layers and an output layer. Some 
layers are convolved using mathematical models to 
fetch and prepare results to the succeeding layers. 
The CNN model has an input layer, convolutional 
and pooling layers followed by one or more fully 
connected layers, and an output layer. When an 
image is provided, the CNN can extract the features 
from the image using multiple pairs of 
convolutional and pooling layers and the image can 
be classified into a class using fully connected 
layers. The main architectural outlines of CNN are 
briefly shown in Figure 1 at the end of the paper. 

In the CNN architectural model, there are 
parameters that play an important role in learning 
time, prediction time and the classification 
accuracy. This includes; but not limited to; the 
number of layers, number of filters, filter size, 
stride size, learning rate, number of epochs, batch 
size, pooling window, and others. A brief 
description of CNN main constructs is presented in 
the following sub-sections [13], [20], [21], [22], and 
[23]. 
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3.2.1 The Input Layer 
In the input layer, the network takes all 

information needed. An image is comprised of 
pixels where each pixel has three color elements 
red, green, and blue. Each element ranges from 0 
(i.e. no color) to 255 (full saturation). A color image 
is considered a three layered matrix of pixels where 
each layer is a two-dimensional matrix representing 
red, green, or blue pixel values. A gray scale image 
is stored as 2D matrix. 

3.2.2 Convolution Layers 
The convolution layers are important and play a 
vital role in the CNN performance. The term 
‘Convolution’ merges and/or combines two 
functions to form a third one. A convolution layer 
sometimes called filter or kernel and it can be 
operated on the input data to generate what is called 
a feature map. The CNN has multiple convolution 
layers where the first layer detects the low-level 
features of the input image such as color, gradient 
orientation, and edges. The next layers are focused 
to detect the middle level features such as the image 
shapes. The last layers are interested in detecting an 
object. Figure 2 presents a multiplication operation 
which is done between a filter matrix of size 3x3 
and a part of the input image matrix of size 3x3. 
The elements of the resulting matrix are summed as 
a destination pixel. Such pixel is considered as an 
output value on the feature map. The same 
convolution operation is repeated several times. i.e. 
the filter slides over the input matrix, repeats  the 
dot product multiplication with every remaining 
combination of 3x3 sized areas, and then completes 
the feature map. [13], [23], and [24]. By performing 
the element-wise multiplications and sum, the first 
feature is produced in the feature map. A new 
feature map is generated each time by sliding the 
filter a certain number of positions specified by the 
stride size. Figure 2 presents an example of 
convolution using a kernel of size 3x3. The 
element-wise multiplications between the input data 
and the filter are done and summed up to produce 
the output. In this example the stride is 1 and the 
filter slides by one position to the right or down 
after completing each convolution operation [13]. 

 

 

 

 

 

Figure 2: The Filter Slides Over the Input and Performs 
its Output on the New Layer [Hung-Dao, 2020] 

3.2.3 Pooling Layers 
The inputs to the pooling layers are fed from the 
output of the previous convolutional layers. The 
pooling layers are concerned with reducing the 
dimensionality of the feature maps specifically the 
height and width preserving the depth. It is 
important to use the pooling layers to reduce the 
dimensionality and the risk of overfitting. i.e. the 
convolutional power to process the data is reduced 
while extracting the dominant features in the 
feature maps. The pooling layer has no parameters, 
and it down-samples the result from the previous 
layer which is known as data compression. The 
down-sampling process in this data is adopting the 
max pooling. 
As the max pooling is preferred than the average 
pooling (as mentioned in several literature), the 
max pooling is adopted in this work. The max 
pooling can output the maximum value of the 
elements in the part of the image covered by the 
filter. As examples, the max pooling of size 2x2 
with depth 1 and stride 2 are briefly mentioned in 
Figure 3. The max pooling, window size, stride, 
and number of pooling layers play a vital role as 
they produce better time and accuracy. The max 
pooling is applied for dimensionality reduction via 
down-sampling. 
It is easy to say that the operation in the pooling 
layer regarding the image processing is considered 
as transforming a high resolution image into a low 
resolution image. After handling both the 
convolution and pooling layers, the number of 
parameters in the CNN model can be reduced [13], 
[20], and [23]. 
Moreover, the activation function indicates whether 
a neuron is activated or not. There are several 
activation functions such as ReLu function, 
Sigmoid function, and Tanh function and others. In 
this research work, the ReLu activation function is 
adopted as it is the most effective function for the 
CNN as mentioned in several literatures [23], [20], 
[12], [11]. The ReLu function is a non-linear 
function used in this work and can be briefly 
described as follows:- 
F(x) = max (0, x)                                                (1) 

The range of formula 1 is (0, +∞), and its derivative 
is 

f’(x) = 0 if x < 0, 1 if x > 0,  
and undefined if x = 0                            (2)   
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Figure 3: Two Max Pooling are Applied for 
Dimensionality Reduction Via Down-Sampling 

3.2.4 Fully Connected Layers 
The feature maps which were processed through the 
convolution and pooling layers are converted to a 
single dimensional vector and fed to the fully 
connected layer. i.i a fully connected layer in CNN 
has several neurons and it can be represented in a 
column vector. All neurons are connected via 
weights where the convolutional layer is converting 
the weights into a huge matrix. In such matrix, most 
entries are considered 0 except in designated 
regions and many regions share the same weight 
[20]. In another way, each neuron in the first fully 
connected layer computes the weighted sum of the 
features provided to itself. The fully connected 
layer computes the weighted sum of the output 
signals provided as the input to itself. This process 
is repeated through the fully connected layers [13]. 
If the layers of convolution, pooling and activation 
function map the original data into the feature space 
in the hidden layer, the fully connected layer maps 
the learnt distributed-feature-representation into the 
sample label space. Generally speaking, the 
convolution and pooling layers seem to be like the 
feature engineering, while the full connection 
seems to be like the feature weighting [20]. 
 
3.2.5 Output Layer 
Assuming that different features with their different 
weights are given, the convolution and fully 
connected layers can find the most correlated 
features to a particular class. The output layer is 
focused to give the probabilities where the input 
image belongs to different predefined classes. In 
fact, this is based on the detected features [13]. 
Moreover, each fully connected layer is passed 
through an activation function (ReLu in our case) 
then the output is passed through the softmax 

function. For image multi-class classification, the 
softmax function is a common approach to compute 
the probabilities [23]. The output of softmax 
function is an N-dimensional vector, where N is the 
number of classes. The CNN model selects one of 
such classes [13], [20], and [23]. 
3.3  Image Classification Using Supervised 

Machine Learning 
There are several supervised machine learning 
approaches; one of them is the support vector 
machines (SVM). It is known that SVM can build a 
hyper plane or a set of hyper planes in a high 
dimensional space for classification. SVM as a 
classifier can solve the pattern recognition 
problems with two classes. The best decision of 
hyper plane occurs when it separates a set of 
positive examples from a set of negative examples 
with maximum margin. The multi-class SVM can 
classify the set of images by finding the best hyper-
plane that separates all images of one class from 
those of the other classes. The margin is considered 
the maximum width to the hyper-plane that has no 
interior data points. The performance of the SVM 
classifier depends on the hyper-plane selection and 
kernel parameter. For more details about SVM, 
readers can refer to [30], [31], and [32]. The CNN 
deep learning model and SVM machine learning 
approach are applied to classify the images of the 
adopted datasets: CIFAR-10 and MNIST. The 
performance of each classifier is evaluated. 
 
4. IMPLEMENTATION WORK AND 

EXPERIMENTAL RESULTS 
 
The CNN and SVM approaches are implemented, 
applied and tested by presenting a set of 
experiments. All experiments are operated using a 
laptop supported by Windows-10 operating 
systems, installed RAM 16.0 GB, and Processor 
Intel® Core ™ i5-3210M CPU@ 2.5GHZ 
processing speed. The adopted machine learning 
models are implemented and run using Matlab-
R2019a. As mentioned above, two datasets are used 
to evaluate the performance of CNN and SVM 
learning approaches. A set of experiments are 
operated and tested to monitor the effectiveness of 
the hyper-parameters. The number of combinations 
for the CNN architectural models is about one-
hundred and sixty-five which are operated and 
applied on the two datasets. The hyper-parameters 
are: learning rate, batch size, number of epochs, 
filter size, stride size, and others. The hyper-
parameters are briefly defined as shown below [25], 
[24], [34], [35], and [36]. 
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Number of Epochs: The number of epochs is a 
hyper-parameter concerned with defining the 
number of times that the learning model works 
through the entire training dataset [25]. 
Batch size: The batch size is a hyper-parameter that 
defines the number of samples to work through 
before updating the internal model parameters. A 
sample contains inputs that are fed into the model 
and an output that is used to compare to the 
prediction and calculate an error [35]. 
The number of convolution layers: The number of 
convolution layers has a significant effect on the 
performance. The bad choice of that number may 
cause over-fitting or under-fitting problems. Over-
fitting and under-fitting may occur when the 
number of hidden layers is large or small compared 
respectively with the problem complexity [23]. 
Learning Rate: The learning rate is a hyper-
parameter that controls how much to change the 
model in response to the estimated error each time 
the model weights are updated. Too small values of 
learning rates may result in a long training process 
that could get stuck, whereas a value too large may 
result in learning to be too fast or an unstable 
training process. The amount that the weights are 
updated during training is referred to as the step 
size or the “learning rate” [35] and [36]. 
Number of Filters: In the CNN model, multiple 
filters are used for one input. The resulting feature 
maps are joined together for the final output of one 
convolution layer. 
Filter size: The filter size is defined as a continuous 
variable, which is optimized by minimizing the 
training loss. The unit for filter size is pixel [23]. 
Fully connected layers: In CNN model, the feature 
maps processed through the convolution and 
pooling layers are flattened. A fully connected layer 
has many neurons and can be represented in a 
column vector. The neurons in this layer are 
connected via weights and the fully connected layer 
can be transformed into a convolution layer and 
vice versa. The fully connected layer works as a 
classifier in the entire CNN model [20] and [23]. 
Stride: The stride is a component of CNN tuned for 
the compression of images and video data. Stride is 
a parameter of the neural network's filter that 
modifies the amount of movement over the image 
or video. For example, if a stride is set to 1, the 
filter will move one pixel at a time. The filter size 
affects the encoded output volume, so stride is often 
set to a whole integer, rather than a fraction or 
decimal [23] and [53]. 
Moreover, the hyper-parameters play an important 
role in the classifiers' performance. To see the 
impact of each parameter, only one parameter is 

changed while all the other parameters are kept 
fixed. i.e. a group of experiments are done for 
different values assigned to parameter#1 (for 
example) while all the other parameters are 
assigned fixed values. Similarly, a set of 
experiments are also done for different values of 
parameter#2 while fixing the assigned values for 
the other parameters. That process is repeated for 
all the adopted hyper-parameters. The same concept 
is also done for the two adopted datasets: Table 1 
shows the setting values for the adopted hyper 
parameter. Moreover, Figures 4 and 5 present 
respectively one image from each of CIFAR-10 and 
MNIST. 
 
4.1 Experimental Results for Classifying 

CIFAR-10 Images Dataset 
As mentioned before, this dataset has ten classes; 
each image is composed of 32X32X3 pixels with 
three RGB colors. 50,000 images were used for 
training and 10,000 for testing. A set of 
experiments are operated for classifying the images 
dataset considering the different hyper-parameters 
mentioned above. The classification accuracy, 
learning time, and prediction time are registered for 
different values of the hyper-parameters as shown 
in Figure 6.  

 
(a) 

 

(b) 

Figure 4: (a): An Image from CIFAR-10 (b): An Image 
from MNIST [Shonqing Gu, et. al., 2019] 

4.2 Experimental Results for Classifying 
MINST Images Dataset 

As mentioned before, the MNIST image dataset is 
concerned with handwritten digits. It has 60,000 
samples for training and 10,000 samples for testing.  
Each grey-scale image is of size 28x28. The dataset 
consists of ten classes of images of digits from 0-9 
[36]. A set of experiment are operated for 
classifying the images dataset considering the 
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different hyper-parameters mentioned above. The 
classification accuracy, learning time, and 
prediction time are also computed and illustrated 
for different values of hyper-parameters as shown 
in Figure 7.   
 
4.3 Experimental Results for Classifying Images 

Using SVM 
Several experiments are applied to classify the 
images of CIFAR-10 and MNIST using the SVM 
supervised machine learning approach. Feature 
selection plays a vital role in building any 
supervised classification approach. Feature 
selection mainly aims to reduce the number of 
attributes of the input images. The redundant and 
irrelevant attributes are better to be removed from 
the feature set as they can deteriorate the 
performance of the image classification process. In 
other words; feature selection is focused to consider 
only the most significant features of the input 
images. The most relevant features can achieve 
good classification accuracy and reduce the high 
dimensionality. Dimensionality reduction is 
important not only for improving the image-
classification accuracy, but also for reducing the 
storage requirements. Some researchers consider 
the feature selection process as one of the 
preprocessing operation [37] and [38]. 
Moreover, there are several approaches for feature 
selection. The adopted approaches here aim to 
reduce the size of feature vector by transforming a 
higher dimensional feature space to a lower 
dimension. The adopted approaches are based on 
principal component analysis (PCA) and linear 
discriminate analysis (LDA). PCA is adopted to 
find the k-components that efficiently contain 
maximum variability of the original data. It 
transforms the original high dimensional data into 
lower dimensional components that are independent 
from each other. LDA is also used to transform the 
high dimensional data into a lower dimension [38]. 
The classification accuracy, learning time, and 
prediction time are illustrated in Figures 8 and 9 for 
the SVM classifier using respectively the CIFAR-
10 and MNIST datasets. 
 
5. DISCUSSION OF RESULTS 
      
 The CNN and SVM learning models were applied, 
tested and compared. The models were operated on 
the CIFAR-10 and MNIST datasets. CNN deep 
learning was adopted as it can learn directly from 
image data without any need of manual feature 
extraction. The SVM model was also chosen as it is 
one of the best supervised machine learning 

approaches for classification as mentioned in many 
published papers in the literatures. Several 
experiments were done for the learning approaches 
for each dataset. The experiments monitored the 
behavior of the key hyper-parameters which have 
significant effects on the performance. From the 
obtained results it was noticed that:- 
The chosen activation function in the experiment 
was ReLU due to the advice of some research 
efforts published in the literatures. The unsaturated 
nonlinear activation functions; like ReLU; realize 
lower error rates than the saturated nonlinear 
activation functions such as Sigmoid. The adopted 
function is similar to the biological neurons which 
can improve the classification performance [20]. 
Moreover; there is some sort of trade-offs between 
the obtained accuracy and both the learning time 
and prediction time. 
Figure 6a illustrates the accuracy values for 
different values of epochs. The best accuracy 
occurred when the number of epochs was 100. 
Also, the learning time and prediction time were 
increased by increasing the number of epochs as 
shown respectively in Figures 6c and 6d. The  
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6a: Accuracy% Vs. No. of Epochs 
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Figure 6c: Learning Time Vs. No. of Epochs 
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Figure 6e: Accuracy% Vs. Batch Size 
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Figure 6g: Learning Time Vs. Batch Size 
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Figure 6i:  Accuracy% Vs. #  Convolution Layers 
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Figure 6b: Loss % Vs. No. of Epochs 
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Figure 6d: Prediction Time Vs. No. of Epochs 

CIFAR-10 Dataset

0

0.5

1

1.5

2

2.5

0 10000 20000 30000 40000 50000 60000

Batch Size

L
o
ss

 
Figure 6f: Loss% Vs. Batch Size 
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Figure 6h: Prediction Time Vs. Batch Size 
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Figure 6j: Loss% Vs. # Convolution Layers 
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Figure 6k: Learning Time Vs. # Conv. Layers       
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Figure 6m: Accuracy% Vs. Learning Rate  
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Figure 6o: Learning Time Vs. Learning Rate  
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Figure 6q: Accuracy% Vs. No. of Filters  
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Figure 6s: Prediction Time Vs. No. of Filters  
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Figure 6l: Prediction Time Vs. # Conv. Layers  

CIFAR-10 Dataset

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0 1 2 3 4 5 6

No. of Convolution Layers

P
re

d
ic
ti
o
n
 T

im
e 
(m

in
)

 
Figure 6n: Loss% Vs. Learning Rate  
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Figure 6p: Prediction Time Vs. Learning Rate 
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Figure 6r:  Learning Time Vs. No. of Filters 

CIFAR-10 Dataset

0

100

200

300

400

500

600

700

0 5 10 15 20 25 30 35

No. of Filters

L
e
ar

n
in

g
 T

im
e 

(m
in

)

 
Figure 6t: Accuracy% Vs. Filter Size  
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Figure 6u: Learning Time Vs. Filter Size        
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Figure 6w:  Accuracy% Vs. # Fully Conn. Layers 

CIFAR-10 Dataset

0

0.5

1

1.5

2

2.5

3

1 2 3

No. ofFully Connected Layers

P
re
d
ic
ti
o
n
 T
im

e 
(m

in
)

 
Figure 6y: Prediction Time Vs. # Fully Conn. Layers  
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Figure 6aa: Learning Time for Optimizers    
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Figure 7a: Accuracy% Vs. No. of Epochs 
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Figure 6v: Prediction Time Vs. Filter Size 
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Figure 6x: Learning Time Vs. #Fully Conn. Layers 
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Figure 6z: Accuracy% for Optimizers 
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Figure 6ab: Prediction Time for Optimizers  
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Figure 7b: Loss% Vs. No. of Epochs  
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Figure 7c:  Learning Time Vs. No. of Epochs    
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Figure 7e: Accuracy% Vs. Batch Size   
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Figure 7g: Learning Time Vs. Batch Size  
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7i: Accuracy% Vs. # Conv. Layers  
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Figure 7k: Learning Time Vs. # Conv. Layers  
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Figure 7d: Prediction Time Vs. No. of Epochs  
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Figure 7f: Loss% Vs. Batch Size  
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Figure 7h: Prediction Time Vs. Batch Size  
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Figure 7j: Loss% Vs. # Conv. Layers  
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Figure 7l: Prediction Time Vs. # Conv. Layers  
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Figure 7m: Accuracy% Vs. Learning Rate     
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Figure 7o: Learning Time Vs. Learning Rate  
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Figure 7q: Accuracy% Vs. No. of Features   
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Figure 7s: Prediction Time Vs. No. of Features  
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Figure 7u: Learning Time Vs. Filter Size   
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Figure 7n: Loss% Vs. Learning Rate 
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Figure 7p: Prediction Time Vs. Learning Rate 
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Figure 7r: Learning Time Vs. No. of Features 
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Figure 7t: Accuracy% Vs. Filter Size 
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Figure 7v: Prediction Time Vs. Filter Size 



Journal of Theoretical and Applied Information Technology 
15th December 2022. Vol.100. No 23 

© 2022 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
7137 

 

MNIST Dataset

0

20

40

60

80

100

120

1 2 3

No. of Fully Connected Layers

A
cc

u
ra
c
y%

 
Figure 7w: Accuracy% Vs. # Conv. Layers 
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Figure 7y: Prediction Time Vs. # Conv. Layers 
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Figure 7aa: Learning Time for Optimizers 

 
number of epochs is an important parameter as it 
refers to the number of times the dataset of input 
training data is passed during training. Using too 
small or too large epochs may cause the network to 
present poor performance due to under-fitting 
orover-fitting as mentioned before. 
Figure 6e presents the effect of using different 
batch sizes on the classification accuracy. The best 
accuracy value was 96.11%. Also, the learning time 
and prediction time were changed by changing the 
batch size as shown respectively in Figures 6g and 
6h. Using a large batch size can change the 
dynamics of the training process and this increased 
the tuning time and cost. The batch size has an 
impact on the amount of parameter updates during 
training and also affects the learning time. 
Figure 6i illustrates the effect of using multiple 
convolution layers. By increasing that number of 
layers, the accuracy was improved and the best 
accuracy occurred when using three convolution 
layers. The accuracy values were degraded when 
using extra number of layers. The number of 
convolution layers was changed from 1 to 5 layers. 
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Figure 7x: Learning Time Vs. # Conv. Layers 
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Figure 7z: Accuracy% for Optimizers 
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Figure 7ab: Prediction Time for Optimizers     
 
The learning time and prediction time were 
increased by increasing the used layers as shown 
respectively in Figures 6k and 6l. It is easy to say 
that the number of convolution layers is effective as 
it can extract features. By increasing the number of 
convolution layers up to a certain value, the 
extracted features become increasingly concrete. 
Figure 6m illustrates the effect of using different 
values of learning rates. The accuracy values were 
changed by changing the learning rate. The learning 
rate is important as it determines how much the 
model weights are adjusted with respect to the loss 
gradient. A small learning rate requires more 
updates to reach the minimum point of loss. Too 
large learning rates; on the other hand; may cause 
divergence from the optimal error point. Five 
different values of learning rates were operated and 
tested. The best accuracy value occurred when the 
adopted rate was 0.001 as shown in Figure 6m. 
Also, the learning time and prediction time were 
changed by changing the learning rate as shown 
respectively in Figures 6o and 6p. 
Figure 6q shows the relationship between the 
number of used filters and accuracy values. 
Different number of filters was used and operated. 
The best accuracy was obtained when using 24 
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filters. The number of used filters ranges from 2 to 
32. The accuracy was increased by increasing the 
number of filters till 24 filters then the accuracy 
was decreased. The learning time and prediction 
time were also affected by changing the number of 
filters as shown respectively in Figures 6r and 6s.  
Figure 6t illustrates the effect of the filter size on 
the classification accuracy. Seven different values 
of filter sizes were operated. By increasing the filter 
size, the accuracy values were improved till a 
certain filter size then the performance was 
degraded as shown in figure 6x. The best accuracy 
occurred when using a filter of size 5x5. The 
adopted filter sizes were 2x2, 3x3, 4x4,… 8x8. The 
learning time and prediction time; on the other 
hand; were also affected by changing the filter size 
as shown respectively in Figures 6u and 6v. 
Figure 6w illustrates the change of the accuracy 
values due to the change of the number of fully 
connected layers. Three fully connected layers were 
used and tested. The values of accuracy, learning 
time, and prediction time were changed as shown 
respectively in Figures 6w, 6x, and 6y by changing 
the number of fully connected layers. 
Figures 6z, 6aa, and 6ab show respectively the 
change of accuracy values, learning time, and 
prediction time due to changing the optimizer type. 
Three optimizers were adopted mainly: SGDM, 
ADAM, and RMSPROP. Using ADAM optimizer, 
the best performance was presented as shown in 
Figure 6z. The learning time and prediction time 
were the highest values for ADAM optimizer. 
Similarly, the same experiments were also done 
using the same machine and deep learning 
approaches on the MNIST dataset which was 
mentioned before. The results of the experiments 
are illustrated respectively in Figure 7a to 7ab. All 
the adopted hyper-parameters presented 
approximately the same behavior like what 
happened with the CIFAR-10 dataset but with 
different values. All the performance metrics were 
better for the MNIST dataset than those occurred 
for the CIFAR-10 dataset. This means that the 
dataset size, nature, and characterization play a vital 
role in the performance of the deep learning 
models. The values of learning time and prediction 
time for MNIST dataset were smaller and better 
than those values of CIFAR-10. 
Moreover, the loss function was used to calculate 
the differences between the actual values and 
predicted ones. The loss values were also affected 
by the hyper-parameters mentioned above. This is 
shown respectively in Figures 6b, 6f, 6j, and 6n (for 
CIFAR-10 Dataset) and Figures 7b, 7f, 7j, and 7n 
(for MNIST Dataset). 

In addition to the above, SVM was also operated on 
the CIFAR-10 and MNIST. SVM was chosen as it 
is one of the most common and promising 
supervised machine learning approaches. The most 
significant features were selected based on two 
feature selection methods: PCA and LDA. The 
behavior of SVM classifier was affected by the 
number of chosen features. For too small or too 
large number of features the accuracy values were 
not O.K. The best accuracy occurred when 
choosing the most significant features for CIFAR-
10 and MNIST which were 70 and 125 respectively 
as shown in Figures 8a, and 9a. The learning time 
and prediction time were increased by increasing 
the number of features for the two adopted datasets 
but on different values as shown respectively in 
Figures 8b and 8c for CIFAR-10 dataset and 9b and 
9c for MNIST dataset. 
 
6.   CONCLUSION 
 
This work discussed the process of automatic image 
classification using machine and deep learning 
approaches. The convolution neural network 
(CNN); was adopted, analyzed and applied. The 
hyper-parameters of CNN were exploited to 
configure several CNN models. Such models were 
applied and tested using CIFAR-10 and MNIST 
datasets. Several CNN models were trained using 
different values of hyper-parameters such as 
number of convolutions, filter size, number of 
filters, number of epochs, batch size, learning rate, 
and others. The support vector machine (SVM) was 
also applied to classify images of the same datasets. 
The accuracy, learning time, and prediction time 
were used to evaluate the performance of the 
adopted deep and machine learning approaches. 
 From the experimental results, it is concluded that 
the CNN deep learning approach is computationally 
expensive and more complicated than SVM to 
enhance the image classification process. CNN is 
more powerful and dominant in image 
classification than that of the SVM. CNN is a better 
choice to achieve reliable accuracy of image 
classification compared with the SVM classifier. 
CNN can extract the feature maps from the 2D-
images by using filters. High accuracy values 
between 92.22% and 98.77% were achieved with 
different learning time for different values of CNN 
hyper-parameters. The values of classification 
accuracy for CIFAR-10 were less than those 
corresponding values of MNIST using the same 
CNN models. The reason may be for the difficulty 
and complication of the CIFAR-10 images. The 
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Figure 8a:  Accuracy% Vs. No. of Features 
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Figure 8c: Prediction Time Vs. No. of Features 
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Figure 9b: Learning Time Vs. No. of Features 

occupied memory size and learning time were 
greater for CIFAR-10 dataset than the 
corresponding values of MNIST. Moreover, there is 
a trade-off between the learning time and accuracy 
values for image classification for both CIFAR-10 
and MNIST. For the CIFAR-10, the accuracy 
values were in the range of 92.22% to 96.11%.  For 
the MNIST dataset, the accuracy values were in the 
range of 96.33% to 98.77%. The CNN models 
achieved better accuracy values than those of the 
SVM by about 6% to 12%. The SVM; on the other 
hand; consumed smaller memory size and learning 
time compared with those of the CNN for 
classifying the images of the two adopted datasets. 
The running time for applying the CNN deep 
learning models was sometimes in the order of 
hours while their corresponding ones for the SVM 
were in the order of seconds or few of minutes 
sometimes. 
All experiments were operated on a laptop 
supported by Windows-10, installed RAM 16.0 
GB, and Processor Intel® Core ™ i5-3210M 
CPU@ 2.5GHZ processing speed. The experiments 
were implemented using Matlab-R2019a 
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Comparing the obtained results with some related 
efforts published in the literature by others; as 
shown in Table 2; refers that our results are better 
than the other ones. Different accuracy values for 
other research efforts were also registered using the 
same CNN deep learning models but on different 
datasets. The obtained results in this research work 
outperformed the other ones.  
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Figure 1: Main Outlines of the CNN Architecture [26], [27], [28], [29] 

Table 1: Setting Values Of The Hyper Parameters For Image Classification 

Parameter Name Setting Values 
Number of Filters Used {2, 4, 8, 16, 24, 32} 

Filter Size {2x2, 3x3, 4x4, 5x5, 6x6, 7x7, 8x8} 
Filter Shape {Padding, Stride=1, Stride=2, and Stride=3} 

Number of Convolution Layers {1, 2, 3, 4, 5} 
Number of Fully Connected Layers {1, 2, 3} 

Learning Rate {0.1, 0.05, 0.01, 0.005, 0.001, 0.0005, 0.0001} 
Optimizers' Names {SGDM, ADAM, RMSPROP} 

Batch Size {10,000; 15,000; 20,000; 25, ………… 50,000} 
Number of Epochs {10, 20, 30, 40, ……….. 130} 
Number of Neurons {16, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176} 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5 (a): Representation of the "O" Image (An Example from MNIST Dataset) 
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Cont. G Representation of the "Bird" image 
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Figure 5 (b): Representation of the "Bird" Image (An Example from CIFAR-10 Dataset) 
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Table 2: The Obtained Results VS. Some Other Related Ones Published in the Literatures 

Applying CNN Models on CIFAR-10 and 
MNIST Datasets 

Accuracy% 

Authors CIFAR-10 Dataset MNIST Dataset 
[36] 76.28% to 88.22% 95.16% to 97.89% 
[13] 80% to 89% 95% to 99% 
[11] 76.82% to 93.47% ------------- 
[25] ------------- 90% to 99.38% 

[This work, 2022] 92.22% to 96.11% 96.33% to 98.77% 
Applying CNN Models on Different Datasets Accuracy% 

[20] 89.17% Food-101  94% Places-2 Dataset 
[35] 91.65% to 96.75% RAF-

DB 
Real-World Affective Faces 

Database 
[39, et. al., ……..] 84% to 88% DDSM  Digital Database for 

Screening Mammography 
 
 


