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ABSTRACT 

The presence of high-performance multicore embedded architectures, energy efficiency remains a research 
black hole. Previous algorithms like Dynamic-based Frequency Scaling models and mapping-based thread 
models were implemented in microarchitecture to efficiently use clock frequency and energy. Unfortunately, 
these methods raise the problem of data traffic and high execution time. To overcome these drawbacks, a 
solution model analyzed load in the multiprocessor and migrated them to the proper Core to give an efficient 
data transfer rate. To perform this, an African Buffalo Load Migration Communication (ABLMC) system 
model has been presented in this paper. This unit analyses the workload characteristics of the multicore 
processor in the dynamic IoT environment application layer. Workload parameters are taken as features and 
computed for their similarity with minimum execution time using optimization. The predicted score value 
has been then given to the ABLMC model to take migrating decisions on loads. Communication requires a 
high data transfer rate that was achieved in a multicore processor using this ABLMC model. The proposed 
framework has been implemented and tested in a MATLAB environment with the performance matrices of 
high Data transfer rate and minimum execution time of 1.6 s. Thus, the proposed framework has excellence 
in real-time applications.  

Keywords: Microarchitecture, Multiprocessor, Core, Optimization, Iot Communication, And Workload 
Characteristics.  

1. INTRODUCTION 

The internet has proliferated in consumer and 
enterprise markets [1]. The Internet of Things 
(IoT) develops an invisible, intelligent network 
fabric which can be sensed, programmed, and 
controlled [2]. The IoT allows the object in the 
ecosystem of IoT to communicate indirectly or 
directly with each other through the internet [3]. 
In the scope of IoT, the things are IoT-enabled 
objects which contain actuating and sensing 
elements along with embedded software and 
hardware components that facilitate network 
connectivity, security and data aggregation [4]. 
To perform a specific application task using 
gathered information, every IoT enabled things 
was designed [5]. The IoT objects massive 
deployment results in large volumes of 
information production [6]. In the IoT ecosystem, 

the data processing, communication, security, and 
real-time identification of such data’s in the larger 
volumes are important problems that needed to be 
resolved for effective growth [7]. In the present 
IoT model, the end-devices of IoT are designed as 
cost-effective and simple as possible [8]. Thus, it 
was designed with limited processing abilities; 
clouds offload data and just enough for secure 
connection [9].  
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Fig.1 Block Diagram Of Microarchitecture 

Moreover, the functionalities of complex 
information management like filtering of data and 
identification are delegated to the data centers in 
the cloud [10]. The processing units connected 
with IoT objects need an optimal balance among 
performance and power [11]. The 
microarchitecture block diagram is represented in 
Fig.1. Moreover, many of the IoT things were 
battery-powered; these things operate their entire 
life with battery. In modern electronics, the 
requirements of IoT were not satisfied by batteries 
and battery technologies [12]. So, the 
optimization of power was considered in the 
optimization of performance in parallel [13]. In 
IoT objects, designing effective embedded 
processors with optimized power performance is 
an unvaried process [14]. In the market, the 
challenge in the design was preventing the 
processors’ high performance from the violation 
of requirements of the power budget [15]. 

The opportunities in processor design 
optimization for power were the greatest at the 
architecture level [16]. While defining the 
processor’s microarchitecture configuration, the 
optimization of power and performance was done 
[17]. The microarchitecture configuration 
contains various design parameters of processors, 
which selected based on effects in overall 
performance and management of processor [18]. 
Selection of microarchitecture configuration 
includes various space explorations in design over 
a space of research for tunable design parameters 
for processors [19]. The determination of power 
was done by microarchitectural configuration in 

embedded IoT objects used in processors [20]. 

Several research works have been done in the 
past, such as level of microarchitectural 
configuration [21], dynamic pipeline-based 
PMDC prototype [22], intellectual completion-
based tracking system [23], etc. But still, there is 
no significant improvement in the 
microarchitecture processors. These issues were 
motivated towards this research work.  

The significant contributions of this research are 
as follows 

 To propose an ABLMC unit that 
performs load migration for improved 
data transfer rate in dynamic IoT. 

 A Framework of microarchitecture with 
ABLMC unit in the multicore processor 
for increased data transmission in IoT 

 Analyzing workload parameters and 
extracting features from them to make a 
selection of minimum processing time 
using an optimization algorithm for the 
minimum response time of the proposed 
framework 

By considering all these contributions, a proposed 
framework has been developed and so as detailed 
in this paper. This paper has been organized as 
follows: Section 2 explains the recent literatures 
based on microarchitecture, Section 3 explains the 
proposed methodology, and the simulated results 
and discussions are described in section 4. The 
conclusion of the paper is described in section 5.  

2. RELATED WORK 

Some of the recent literatures based on 
microarchitecture for IOT communication are 
described as follows: 

In IoT applications, the two important design 
goals in a processor are high calculation 
performance and less power consumption. In one 
processor, achieving these two goals is 
challenging because of their high requirements. 
To solve this issue, Wei-Pau Kiat et al. [21] 
introduced a new technique i.e. reconfigurable 
microarchitectural level, which allows a RISC 
(Reduced Instruction Set computation) processor 
for supporting IoT applications with various 
energy trade-offs and performance requirements. 
The result demonstrates that the technique 
reduced the consumption of dynamic energy, and 
in IoT applications, it has a better energy trade-
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off. However, it is not platform-specific, i.e., this 
device has no reconfiguration feature. 

The PMDC prototype with dynamic pipeline 
stages was developed by Wasim Ghder Soliman 
et al. [22]. Using a reconfigurable computational 
system, the microarchitecture was implemented 
with the utilization of the FPGA board. In IoT 
integration procedure, for computing edge level 
and for optimal controller design, a PSO (Particle 
Swarm Optimization) is used. The result indicates 
that the developed method has better latency and 
throughput. Moreover, the connection needs 
motors in multiple numbers. 

In network-on-chip (NoC), the number of 
processing elements was increased, and it 
demands higher throughput and lower latency 
with constraints in a chip. In NoC, the 
performance-hungry and fundamental blocks 
were Network Interface. To handle the multiple 
outstanding transactions, Sudeep P et al. [23] 
presented an intellectual completion-based 
tracking system. As a result, the transaction 
capability of multiple outstanding creates a 
cumulative impact on the NoC performance. 
Furthermore, improving the entire NoC’s 
functionality, it requires more process.  

The high-performance processors designed with 
less requirement of power is the major goal of 
many futuristic and contemporary applications. 
Satyajit Bora and Roy Paily [24] presented a 
novel microarchitecture processor; it has the 
capability to achieve that requirement. The 
benchmark of core mark was tested for the 
designed Core. The result demonstrated that the 
designed Core could outperform many other 
existing open-source and commercial cores. 
Moreover, the extension of the processor depends 
on specific applications. 

 Rahul Shrestha [25] has presented a decoding 
algorithm i.e. maximum a posteriori (MAP) 
which operates in multiple modes of the radix to 
hard decode. For MAP decoding-based algorithm, 
a new architecture for the digital decoder is 
designed. The presented algorithms’ performance 
was analyzed in a white-Gaussian channel 
environment. As a result, the presented method 
has higher throughput and less latency. However, 
it cannot be utilized as an independent decoder 
channel. 

3. PROPOSED METHODOLOGY 

Due to their evident performance and cost 

advantages, Multiprocessor server processors 
were more prevalent in the embedded-based 
mobile systems and systems. With breakthroughs 
in microprocessor design, a device with 
processing cores tens has been accessible 
commercially, and the usage of feasible 
processing cores in larger numbers on a chip will 
expand rapidly. When these multicores are used 
in a dynamic IoT context, there is a lot of data 
flow and energy usage. To overcome these issues, 
an African Buffalo-based Load Migrating Chip 
(ABLMC) unit has also been presented in the 
microarchitecture to boost the communication 
acceleration ratio utilizing this multicore 
processor. The overall architecture of this 
proposed model ABLMC has been given in figure 
2. This study presents an approach that 
incorporates input workload characteristics and 
core allocation based on workload. Workload 
optimization, extraction, and characterization 
utilizing ABO and prediction score calculations 
are parts of the proposed microchip unit. 

3.1. Functional Units of Dynamic IoT 

A dynamic IoT system comprises various 
functional blocks that help with identification, 
communication, management, actuation, and 
sensing, among other things. Devices in the 
system can exchange the information with other 
applications and connected devices, and then the 
collected information is processed locally and 
sent the information to the cloud-based 
application or centralized servers. In back-ends, 
the tasks are processed or performed locally with 
other IoT infrastructure, which is dependent on 
the spatial and temporal constraints. Many 
application components are captured in the 
functional units of dynamic IoT by using abstract 
architectural concerns and real deployment 
objects to capture technological decisions 
dependent on workload settings. Because there 
are frequently many Thread Processors (TP) 
available to realize a specific application 
component, ABLMC optimizes workload 
migration from one Core to another by predicting 
it in the architecture. Sensor I/O interfaces, 
audio/video interfaces, storage and memory 
interfaces, and Internet connectivity interfaces are 
just a few examples. The communication block 
was used to perform the communication among 
devices and distant servers. The data connection, 
network, transport, and application layers are all 
used in IoT communication protocols. 
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Fig.2 Overall Architecture Of Proposed Methodology 
And ABLMC Unit 

The ABLMC model was created to address the 
issue of data traffic and energy consumption in 
multicore processors used in IoT communication. 
This has been treated as an optimization problem 
formulated by taking workload of size m and 
multicores as n numbers. Here, the problem is to 
find the Core that the load is to be migrated to and 
then analyse dynamic consumption of energy and 
execution time. Linear functions of load sizes can 
simulate energy consumption and time: one for 
loads lower than accessible core memory and the 
other for loads more significant than it. 

3.2. Workload parameters extraction using Pin 
tools 

Pin tools are used to measure workload 
parameters, and these tools have been adjusted to 
operate with several ARM-based multicore 
architectures. The pin tool is a binary 
instrumentation tool that, depending on the 
application, can be rewritable. The user can 
rebuild apps using the API supplied, operating as 
a source compatible with any architectural 
instruction sets. Pin tools automatically insert the 
function calls at any time in the program without 
impacting the application registers utilized in the 
application programs described by processors pin 
tools. The initial phase in the workload study was 

to identify inefficiencies in the various workloads 
and the commonalities between them. Pin avoids 
costs by storing previously saved compliant 
instrumented codes in a code buffer. Because the 
pin tools are designed for Intel-based designs, 
dealing with ARM architectures is a challenge. 
Some of the workloads considered in this study 
are given in the table.1 

Table.1 Considered Work Load Features 

  Sl.no Workload Features 

1  Arithmetic Metric 
Measurement 

2  Logical Measurement 
instructions 

3  Load and store instruction 

4  Read and write instruction 

5  Branch instruction 

6  ILP mechanisms 

7  Register created traffics 

8  System call Traffics 

9  Branch predictable instructions 

10  Unconditional Branch 
Instructions 

11  Instruction per count 

12  Cache access and miss ratio 

13  Branch miss prediction ratio 

14  Average power consumption 
ratio 

15  Overall execution time of 
workload value 

 

The workload parameters in that the 
microarchitecture are employed are identified by 
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the user given labels. For the architecture-
dependent workload parameters, independent 
workloads were used. With the help of these pin 
tools, the core speed and its execution time have 
been analysed. While a core executes at a 
minimum of zero speed value, there was no task 

to perform. Let 𝜗௜ =
ଵ

ఛ೔
= 𝑇௜/�̅� be the mean value 

of service rate measured. The average number of 
tasks that the core processor can complete has 
been in 𝑇௜Time unit. Utilization of Core for each 
task can be given by eqn. (1)  

𝜌௜ =
ఝ೔

௡೔ణ೔
=

ఝ೔௫̅೔

௡೔
                  

(1) 

Equation (1) shows the mean percentage of time 
with busy core information. Concerning the 
power for speed value, average energy consumed 
by the Core in one unit of time can be given using 
eqn. (2)  

𝜌ூ𝑇ூ
ఛ = ቀ

ఝ೔

௡೔
ቁ �̅�𝑇௜

ఛିଵ   

              (2) 

In these equations (1) and (2), 𝜌௜ is the Core of 
microarchitecture and 𝜑௜ be the power of speed 
and �̅�௜ represents the service rate. The current 
state and previous state of the multicore processor 
have been given as 𝜏 − 1 and 𝜏. Let the 
probability of task waiting time to get executed 
can be given by eqn. (3) 

𝑃𝐵௞,௜ =
ఘ೔,௡௜

ଵିఘ೔
= 𝜌௜,଴

௡௜೙೔

௡௜!
.

ఘ೔
೙೔

ଵିఘ೔
  

    (3) 

Similarly, the total number of tasks concerning 
their average is expressed in eqn. (4)  

𝑇௜ = ∑ 𝑂𝜌௜𝑛∅
௞ୀ଴ = 𝑛௜𝜌௜ +

ఘ೔

ଵିఘ೔
                                        

(4) 

The execution time of the average tasks can be 
calculated using eqn. (5)  

𝑇௧ =
ை೔

ఝ೔
= 𝑥పഥ ቀ𝑛௜𝜌௜ +

ఘ೔

ଵିఘ೔
ቁ                                

(5) 

While writing the equation concerning multicore 
processor, equation (5) becomes eqn. (6) 

𝑇௧ = 𝑥పഥ ቀ𝑛௜𝜌௜ +
ఘ೔

ଵିఘ೔
.

ఘ೔
೙೔

(ଵିఘ೔)మቁ  

                     (6) 

This equation is then simplified and it is expressed 

in eqn. (7) 

𝑇 =
ఝభ

ఝ
𝑇ଵ +

ఝమ

ఝ
𝑇ଶ + ⋯ +

ఝ೙

ఝ
𝑇௡                                          

(7) 

This equation (7) has been treated as a function of 
load distribution. One of the first things we 
noticed when examining the various workloads 
was that they all had a single processor loop that 
took up most of the computing time. 

3.3. ABLMC model in load sharing unit and its 
working 

The user-defined labels identify the workload 
characteristics for which the microarchitecture is 
used. Independent workloads were used to test the 
architecture-specific workload characteristics. 
ABLMC unit has been presented in this paper to 
find the prediction score of each available core 
microarchitecture. Working load features listed in 
Table 1 have been considered as inputs for the 
optimization algorithm. The cores for which the 
load data has to be migrated will be selected by 
predicting the best quality and its respective 
workloads. Let us consider the prediction score 
value to be found out be 𝜔, and 𝑇 is the tasks 
execution time. The total functions executed in 
the Core can be given as 𝜑1, 𝜑2, … 𝜑𝑛 in the core 
processor of 𝑛1, 𝑛2, … . 𝑛. The fitness function for 
the evaluation of prediction score was calculated 
using eqn. (8) 

𝑓(𝑥) = 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑇   
  (8) 

Where, T represents the Multicore processors 
average tasks execution time. 

Step by step process for calculating and 
minimizing T can be given as  

1 Consider input from workload features, 
average workload, and average 
execution time of workloads 

2 Find the current state of each core 
(microarchitecture) processor and 
analyse the busy Core processor 
execution time  

3 Calculate 𝑡, 𝜏 𝑎𝑛𝑑𝜔 

4 Now twice the 𝜔 value and for each time 
of iteration find whether the limit of 
waiting has exceeded the allowable limit 
or not.  
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5 The average value of the execution of the 
total workload in the core processor is 
then compared to the obtained execution 
time value.  

6 The search of the Core that has minimum 
execution time is selected, and then the 
workload is migrated to that core 
processor 

7 ABLMC model then collects this 
prediction core result and analysed for 
the selection of core processor in the 
microarchitecture 

By implementing all these steps, the ABLMC unit 
solves the problem of data traffic and energy 
consumption.  
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Fig. 3 Load Migration Using The ABLMC Model 

A. Core processor workload update phase 

 As stated above, initially, all buffaloes have an 
equal amount of Core processor workload solution 
space. Based on the glow-worm position existing 
value, the workload of core processor is updated. 
When the updated workload phase starts, every 

glow-worm was added to the Core processor 
workload’s previous level. Core processor 
workload fraction value is deducted to show the 
delay in Core processor workload value with time 
and it is expressed in eqn. (9). 
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𝑙௜(𝑡 + 1) = (1 − 𝜌)𝑙௜(𝑡) + 𝛾𝐽(𝑥௜(𝑡 + 1)) 
        (9) 

In this equation (9), 𝑙௜(𝑡) represents the Core 
processor workload level associated with glow 

worm 
thi  iteration at time 𝑡. 𝜌 represents Core 

processor workload decay constant (0 <  𝜌 < 1). 
Core processor workload constant and 
𝑓(𝑥(𝑡))denotes the value of an objective function 

at agents 
thi location with time𝑡. For each glow 

worm, the value of an objective function is 
computed using equation (9). Core processor 
workload gets updated based on intensity value of 
buffalo’s position and expressed in eqn. (10).  

𝐼(𝑑𝑖𝑠𝑡) = 𝐼଴exp (−𝛾𝑑𝑖𝑠𝑡ଶ) 
         (10) 

In equation (10), 𝑑𝑖𝑠𝑡 is distance, 𝛾 is denoted as 
light absorption efficient ∈ [0, 𝛼] and 𝐼଴ is the light 
source intensity. The light intensity value is 
computed from the current position’s objective 
function, and to achieve better value for the 
objective position, buffaloes move towards a better 
deal.  

B. Selection of Core microarchitecture using 
minimized execution time Phase 

Buffalo undergoes a movement phase where each 
buffalo utilize a probabilistic approach for decision 
making, and it moves towards the neighbor 
buffaloes to make the Core processor workload 
value is more significant than the present value. 
Buffaloes get attracted through the neighborhood 
buffaloes, which glows brighter as the Core 
processor workload gets updated based on the 
pixel's intensity value. Hence specific buffaloes 
might move towards brighter buffaloes 𝐵, 
probability of 𝑖 moving towards neighbor 𝐵 can be 
given as shown in equation (11) 

𝑃𝑟𝑜𝑏௜௝(𝑡) =
௟ಳ(௧)ି௟೔(௧)

∑ ௟ಲ(௧)ି௟೔(௧)ಲ∈ಸ(೟)
 

    
  (11) 

In equation (11), 𝐵 ∈ 𝐺(𝑡), 𝐺(𝑡) =

{𝐵: 𝑑𝑖𝑠𝑡௜஻(𝑡) < 𝑟𝑎𝑛𝑔𝑒ௗ௜௦௧
௜ (𝑡); 𝐼௜(𝑡) <

𝐼஻(𝑡)}defined set of any buffaloes neighbor 𝑖 with 
time 𝑡, 𝑑𝑖𝑠𝑡௜஻(𝑡) represents the Euclidean distance 
among buffaloes 𝑖 and 𝐵, 𝑟𝑎𝑛𝑔𝑒ௗ

௜ (𝑡) represents the 
range of variable neighborhoods associated with 
buffaloes𝑖 at time 𝑡. If the buffaloes𝑖 choose another 
buffalo 𝐵 ∈ 𝐺(𝑡) with 𝑝𝑟𝑜𝑏௜஻(𝑡). The movement 
of buffaloes has been modeled using a discrete-time 
model that can be stated as shown in equation (11). 

𝑦௜(𝑡 + 1) = 𝑦௜(𝑡) + 𝑆 ቀ
௬ಳ(௧)ି௬೔(௧)

‖௬ಳ(௧)ି௬೔(௧)‖
ቁ 

         (12) 

In equation (12), 𝑦௜(𝑡) ∈ ℝ௡ represents the 
buffalo’s location𝑖, in the n-dimensional space ℝ௡, 
‖. ‖ represents the Euclidean norm operator and 𝑆 
denote step size.  

Algorithm 1 
 
Create Dynamic IoT network 
//*Perform ABLMC algorithm technique for getting 
prediction score*// 
Declare an integer variable

 
Initialize y to zero 

Initialize to hundred 

Initialize   
//* Int T function*// 
Compute 𝑆(௤,௝) 
Using eqn (1) 
//Objective function// 
If  
Load distribution function, using eqn (7) 
{ 
Core processor is selected  
 Else 
 { 
Update  
T value as new 
} 
} 
End if 
// Updating // 
T function 

Int  
for 
Microprocessors avg. execution time (8) 
End for 
//* Fitness function termination*// 
Repeat  
Objective function  n times 
Set limit  n times 
Terminate  
if  
limit  exceeded 
Use eqn (8) 
End loop 
} 
Multiprocessor server processors have grown more 
common in mobile embedded systems and systems 
due to their cost advantages and apparent 
performance. A device with processing cores tens 
has been available commercially thanks to 
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improvements in microprocessor design, and the 
possible processing cores on a chip will expand 
rapidly. There is a lot of data flow and energy 
utilization when these multicores are used in a 
dynamic IoT setting. To address this challenge, the 
microarchitecture includes an African Buffalo-
based Load Migrating Chip (ABLMC) unit that 
boosts the communication acceleration ratio while 
using this multicore CPU. 

4. Results  

The proposed ABLMC unit has been employed 
along with the Microarchitecture of Multicore 
processor; this model has been simulated and 
analysed for their performance. This model has 
been implemented in the MATLAB2020 tool in the 
windows 10 platform. The proposed model has 
been tested with a self-adaptable data partitioning 
algorithm solving bi-objective optimization 
problem for performance and energy 
(ADAPTALEPH) [26], feedback-driven priority-
based CPU scheduling algorithm (FDPBCSA) [27], 
workload dependent dynamic power management 
model (WDDPMM) [28] and energy-efficient and 
dynamic frequency scaling for multi-core 
embedded architectures in an IoT environment 
(PODS) [29]. Performance parameters include 
Execution Time, Data transfer rate, and Power 
consumption. 

4.1. Dataset 

Various workloads are derived from and illustrated 
in fig 3, several sensors like cameras, and from the 
experimental setup, the image processing 
approaches are gathered. The suggested ABLMC 
framework was trained using around 1600 datasets. 
We used IoT benchmarks to test and evaluate the 
proposed approach, which covers applications in a 
wide range like arithmetic and logic functions, 
branch instructions, and missing ratios. 

4.2 Analysis of ABLMC unit in multiprocessor 
for Chicago dataset 

Dataset has been considered to be executed in the 
IoT communication model made up of Multicore 
processor that employs an ABLMC unit. Dataset 
has been obtained from [26] that has the count of 
taxi trips that occurred in Chicago city. It was 
collected as sensor data and communicated via IoT 
devices to the system for execution. Collection of 
this data and performing functions at the application 
layer of IoT and causes data traffic as there is more 
data to be handled. To overcome this proposed 
framework, has an ABLMC unit within them that 
performs the selection of minimum execution time 

of core microarchitecture by analysing average 
tasks and average workloads. By this prediction 
score, core is predicted so as to perform the 
execution. 

 

Fig.4 Error rate 

Error rate was the missed communication between 
the IoT device and the system. This error rate is 
shown in figure 4. The data transfer rate of the 
processor that used the ABLMC unit is shown in 
figure 5. From this figure, it is clearly visible that 
the processor takes extremely minimum time for 
running waiting and preempted. This data 
processing unit has shown that it has acquired 
minimum memory consumption and power 
consumption properties.  
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Fig.5 Data Transfer Rate Of The Processor 

While executing read and writes instructions in the 
IoT communication, the data error rate of the 
processor is presented in this figure 6. Error rate for 
executing these instructions as branch instructions 
and arithmetic logic instructions was measured by 
acquiring memory values from the processor. This 
error rate measurement shows that the proposed 
framework has high data transfer rate and minimum 
error rate from the graph given below.  

 

Fig.6 Error Rate Of The Processor 

4.3. Comparison graphs of proposed with 
previous techniques 

By comparing the parameters like processing time, 
data transfer rate, and power consumption with the 
previous techniques like ADAPTALEPH, 
FDPBCSA, WDDPMM, and PODS. Comparison 
graphs have been given in the below section.  
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Fig.7 Processing Time Comparison 

The time of processing is described as the time 
taken between the two processes i.e. the interpreting 
data stream and incoming event stream. The unit of 
processing time is second. Processing time is the 
time taken for the whole model to be executed and 
produce the result. From the graph as shown in 
figure 7, it has been stated that the proposed model 
executes the whole process in low time that is, at a 
time period of 2.5 seconds, other techniques such as 
ADAPTALEPH and FDPBCSA takes a processing 
time of 2.8 seconds and 3.2 s respectively, 
WDDPMM and PODS scheme takes a time of 6.1 
seconds and 7.5 seconds. A minimized processing 
time was obtained for the proposed framework as it 
was using a highly relied ABLMC unit that gives 
quick results at the application end. 
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Fig.8 Power Consumption Comparison 

Power consumption is the analysis of power 
consumed by the proposed and other frameworks 
while executing the process in the multicore 
processor. The proposed framework has consumed 
less power with minimum time. From figure 8 it can 
be clearly visible that the power has been in the 
value of 1.7mw for a proposed framework that is 

minimum power consumption compared to other 
techniques. While ADAPTALEPH, FDPBCSA, 
WDDPMM, and PODS have given power 
consumption of 2mw,2.5mw, 2.8mw, and 3mw, 
respectively. Thus, the proposed framework has 
been secured the minimum value of power 
consumption. 

Pe
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Fig.9 Data Transfer Rate Comparison 

From figure 9, it can be clearly understood that the 
data transfer rate has been measured and plotted in 
the graph with respect to the communication 
instructions. ADAPTALEPH, FDPBCSA, 
WDDPMM and PODS has shown a decreased data 
transfer rate of  96%,90%,83% and 80% 
respectively. Rather proposed framework has 
shown a high data transfer rate of 99.9%, this was 
due to the ABLMC unit included in the multicore 
processor.  

5. CONCLUSION 

This study presents a model of the African Buffalo 
Load Migration Communication (ABLMC) system. 
This unit examines the multicore processor's 
workload characteristics in the dynamic IoT 
environment application layer. Workload 
parameters are used as features, and their similarity 
with the shortest execution time is calculated using 
optimization. The ABLMC model was then given 
the projected score value to make load migration 
decisions. Communication necessitates a fast data 
transfer rate, which this ABLMC architecture 
enabled in a multicore CPU. The suggested 
framework was constructed and tested in a 
MATLAB environment using performance 
matrices that required a high data transmission rate 
and a minimal execution time of 1.6 seconds. As a 
result, the suggested framework performs 
exceptionally well in real-time applications. Hence 
the energy consumption was reduced by 
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implementing the intelligent calculations in 
frequency scaling, which identifies the way of 
working in an IoT environment. Further, to attain 
better performances, the intelligent algorithms 
combined with Kernel, which intelligently schedule 
the workload. 
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