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ABSTRACT

The paper considers a methodology for encrypting color images, in which the key is the initial state of an elementary cellular automata for the implementation of evolution based on a given rule. The research task is to improve the reliability of encryption of color images based on the encryption of the bit layers that make up the image. To solve this problem, the methodology of forming the evolution of an elementary cellular automata was used, which is a finite bit key array for each bit layer of the image. The encryption and decryption key consists of subkeys, the number of which corresponds to the number of bits that encode the color of each pixel. Each subkey consists of the initial states of an elementary cellular automata and the rules that shape its evolution. For the formation of each bit key array, different initial conditions and different Wolfram rules for elementary cellular automata were used. The size of each formed key bit array is equal to the size of the corresponding bit layer of the color image. Encryption is performed by using the XOR function for the generated key bit array and bit-slice of the image. As a result of the experiments, it was established that it is necessary to use different rules that form different geometric shapes in evolution. It is also established that it is necessary to form a key bit array for each bit layer starting not from the first lines of evolution. It was found that the quality of encryption of a color image is most influenced by the three most significant bits of each byte of the pixel code, encoding the corresponding red, blue and green colors.
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1. INTRODUCTION

In modern computer networks, images represented by various digital formats are transmitted as information. This is due to the high performance capabilities of such networks. Among all the transferred images, a significant number of them carry confidential or classified information. Such images and the information embedded in them, as a rule, are transmitted in encrypted form [1-5] or as containers when using steganographic information security methods. Secret images are transmitted either in a modified form (the same graphic format) or in another electronic format (another graphic format, text format, etc.). Nowadays, image encryption is increasingly used. The encryption method is implemented by simply encrypting the bytes that make up the electronic structure of the image. This method is especially effective in cases where there is a need to hide part of the image (for example, a person's face, license plate, various maps, etc.). Today, there are already a large number of image encryption methods that use various original approaches [1-6]. However, in many situations, such methods do not always give the desired result in terms of speed and complexity of encryption, as well as high resistance to attacks on the cipher.

2. PROBLEM STATEMENT

To encrypt an image, one of the main tasks is to present the encrypted image without the content of statistical relations with the original image. The most commonly used streaming encryption is based on representing the initial image as a sequence of bits and mixing these bits with bits generated by a pseudo-random number generator (PRNG). The effectiveness of this method is determined by the quality of the PRNG. In fact, a stream encryption method is used. There are also methods that use different image transformation operations, however these methods use additional algorithms and hardware to encrypt.

This work solves the problem of developing an image encryption method based on cellular automata (CA) technologies without using PRNG and other additional methods and means. The problem is solved by converting individual bit slices of a color image and transforming those using CA
technologies, which are aimed at generating an encryption key.

3. RELATIVE WORKS

The simplest and most popular method of encrypting images is a method based on the use of the electronic structure of an image, which consists of many bytes that encode its color and brightness characteristics. The characteristics of each pixel of the bitmap are represented by a binary code. A bit sequence is formed from these codes, which is further encrypted. The generated bit sequence is encrypted using a key gamut formed by the PRNG [1, 7, 8]. These methods also take into account the number of bits that form the code of each pixel in the image. Methods based on scrambling rows and columns of an image matrix are also used, the results of which are combined by the XOR function [1, 7, 8]. Implementation of this method can lead to confusion when choosing rows and columns, which leads to false results when decrypting.

There are image encryption methods that use various image transformations. Such transformations include: Fourier transform [9-11] and Wavelet transform [12]. The main disadvantage of such methods is distortion during digitalization of color images.

Many image encryption methods use systems that use chaos theory [8, 13-16]. These systems use a limited set of different general operations, which makes them vulnerable to external cipher attacks. In addition, chaos systems use complex algorithms that require large computational resources to encrypt images.

Since images are represented by arrays of pixels, 2D and 3D maps of different structures are used to encrypt them [17-21]. At the same time, the use of initially prepared forms can lead to their selection by an attacker, which leads to the vulnerability of the method to attacks.

There are also encryption methods that use various original approaches such as: Rubik's cube transformation [22], elliptic curves [23, 24], based on the calculation of DNA [25-27], etc.

In addition, there are methods based on the use of various architectures, such as artificial neural networks [28], CA [1, 29-31] and other architectures.

All described methods are investigated in terms of resistance to external attacks. However, the known methods cannot claim high reliability and resistance to hacking. In addition, the more reliable methods described require complex calculations, which reduces the performance of the methods. In this regard, the developers are looking for simpler and more reliable encryption methods without the use of additional computing facilities.

In paper [7], research was carried out to find bits in the code of each pixel, which would provide reliable encryption of the image. The RGB - images are used, in which each channel is represented by one byte in the 24-bit code of each pixel of the image. As a result of the study, it was found that for effective image encryption, it is enough to encrypt the three most significant bits of each color byte in the code of each pixel. For such encryption, the PRNGs described in [32, 33] were used. In this case, the method uses additional means for encryption, on which the final result depends.

Any bitmap image can be represented as a three-dimensional bitmap image or a set of two-dimensional bitmaps images parallel to each other. Each two-dimensional array can represent a binary image. Real image pixels use depth coding (pixel color coding). In a two-dimensional bit array, each pixel can be defined as a cell of a two-dimensional CA (TDKA). The number of TDCA used to form the image is determined by the width of the binary code of each cell. If a 24-bit color code is used (one byte encodes one color), then the number of TDCA is 24.

Bits of all pixel codes with the same bit weight form each TDCA. For example, the first TDCA is formed from the least significant (zero) bits of the codes of all image pixels, the second TDCA is formed from the bits of the pixel codes that correspond to the bit weight equal to 1. In fig. 1 shows the initial real image with a size of 20 × 20, as well as the decimal and binary codes of each pixel. In addition, in Fig. 1 shows all TDCA involved in the formation of the initial image.

![Figure 1: An Example Of Dividing Of A Color Image Into 24 TDCAs](image-url)
Each TDCA is also defined as a binary image slice. Depending on the coding method, TDCA images have a different structure. In complex color images, all TDCA differ from each other in the state of the cells.

Thus, the image can be represented both by one-dimensional codes for each pixel and by two-dimensional bitmaps, which are determined by the states of the cells.

4. IMAGE ENCRYPTION METHODOLOGY BASED ON ELEMENTARY CELLULAR AUTOMATA TECHNOLOGIES

The previous section shows the structure of a color raster image, the main elements of which are cellular binary layers. These layers can be considered as CA if their states are changed according to the selected rules [34]. Various rules for two-dimensional arrays can shift of image, select individual cells and transform their states, which allows you to change the states of all bit layers at any time. For such CA, the number of rules increases significantly.

To encrypt color images, a concept is used that contains the following main statements.

1. Encryption is carried out for each binary layer \( L_i \) of the image separately.
2. To encrypt each binary layer, a separate encryption key \( K_{enc,i} \) is used, which is the connection of the general encryption key \( K_{enc} \) of the entire binary image. Moreover, all subkeys should not have a large number of symbols.
3. Each subkey for encryption \( K_{enc,i} \) and decryption \( K_{dec,i} \) is a sequence of numbers that forms a final bit key array of image dimensions

\[
k_{\text{bit},i} = f(K_{\text{enc},i}) = B_i,
\]

where \( f(\cdot) \) - function to convert a sequence of bits or decimal numbers to a two-dimensional bit array \( B_i \).
4. Based on the generated key bit array \( B_i \), the encrypted \( i \)-th bit layer is formed using the encryption function \( \varphi_s \)

\[
l_{s,i} = \varphi_s(B_i, L_i).
\]
5. The encryption and decryption system is symmetric

\[
K_{\text{enc}} = K_{\text{dec}}.
\]

The method for forming a binary array \( B_i \) is as follows.

The methodology of formation of evolution of elementary cellular automata (ECA), described by Stephen Wolfram, is used [35]. ECA is a line of cells, each of which is associated with the nearest neighboring cells that form a neighborhood. Each ECA cell can be in the state of logical "1" or logical "0".

The evolution of ECA is formed by a sequence of ECA (usually vertically), each of which changed its state at a given time step. In this case, the state of each subsequent ECA (at the next time step) is formed on the basis of the states of the cells of the previous ECA (at the previous time step). If an ECA consists of \( N \) cells, and evolution contains \( M \) ECA, then the formed two-dimensional bit array has a dimension of \( M \times N \) cells. In this case, the evolution of ECA can be considered as a TDCA.

Each ECA changes its states at the next time step of evolution in accordance with the rules that have been studied and described in the works of S. Wolfram [35] and in many other works [36, 37]. Wolfram's rules are implemented based on coding from the states of the cell itself and from the cells that form the neighborhood. For example, rule 150 is defined by code 10010110, and the formation of a new state is determined by Table 1. In this case, a classical neighborhood consisting of two cells is used. The formation of a new state at the next time step also involves its own cell, the state of which is assessed at the corresponding time step.

<table>
<thead>
<tr>
<th>Cell states at time t</th>
<th>1</th>
<th>1</th>
<th>1</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
<th>0</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a_i(t) ), ( a_i(t+1) )</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>( a_{i-1}(t) ), ( a_{i+1}(t) )</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Thus, the binary key array is formed on the basis of the initial states of the cells of the first ECA and the corresponding Wolfram rule. Subkey is a bit array of cells of the initial ECA and Wolfram's rule. For each bit layer \( L_i \) of the image, different bit initial arrays and different Wolfram rules are used. In [38], various rules are considered for the formation of random states in the evolution of these rules. This and other works confirmed the effective use of separate rules for the formation of pseudo-random bit sequences.

Examples of ECA evolutions for rules 30, 90 and 111 in Fig. 2 are shown. The same initial cell states are used for all rules. The resulting bit arrays can act as subkeys for encrypting a given bit slice of a color image.
The initial states for the displayed (Fig. 1) evolutions in Fig. 3 are shown. In the image of evolutions, the initial states are the first line of the image.

Each subkey can be represented by a bit sequence and a rule or by a set of rules that are implemented in evolution. Each subsequent step in the evolution of ECA can be represented by a new rule. In this case, the resulting evolution will differ from the known classical ECA evolutions.

The final encrypted array of the new image is obtained using a bitwise XOR operation for each bit layer and given key bitmap image.

\[ E_i = B_i \oplus L_i \]

If you use a bit sequence, then you must use a special medium for storing subkeys. Therefore, this bit sequence is split into bytes and each byte is represented by a decimal number from 0 to 256. This conversion shortens the length of the subkey.

This paper discusses the methodology for applying one rule for each subkey, but different initial states of the cells of each ECA.

5. EXPERIMENTAL FINDING THE OPTIMAL KEY BIT ARRAY

Researches have shown that using the same Wolfram rule and the same initial states for each bitmap does not provide high encryption quality. It is possible to define the rules and contours of the image. To find the optimal bit key arrays, an experiment was carried out, the methodology of which is as follows.

At the first stage of the experiment, the same initial conditions and one Wolfram rule were used to encrypt all 24 bit layers \( L_1, \ldots, L_{24} \). The results of such an experiment for rules 30, 90, and 111 in Fig. 4 are shown.

Analysis of Figure 4 showed that this approach generally preserves the structure of the initial image. Visual analysis also allows you to determine the rule that is used for encryption. This approach does not allow the image to be encrypted properly. For high efficiency of color image encryption, it is necessary to use different initial settings of ECA cells and rules for encrypting each bit layer.

At the second stage of the experiment, the same bit sequences and different rules were used for different layers of a color image. In Fig. 5 shows an example of an encrypted image using rules 30, 45, 90, 105, 111, 150 and 180 with the same bit sequences for each \( L_i \) layer of the color image.

Using different rules with the same bit key sequences does not provide high quality encryption. The traces of the original image outlines on the encrypted image, as well as traces the geometric structures that are characterized by the use of a certain Wolfram rule. The second stage of the experiment showed that the main influence on the quality of encryption of a color image is exerted by the three most significant bits of each byte of the pixel, encoding blue, red and green colors, respectively.

In the third step, different key bit sequences and different Wolfram rules were used to form each subkey. Examples of color image encryption with different key bit sequences and different rules in Fig. 6 are shown.
Since the evolutions of the ECA for many rules contain the same geometric shapes (for example, triangles), the initial definition of the rule leads to significant difficulties. In addition, under the known rule (for an image with dimension $M \times N$), $2^M$ variants of enumeration of initial states are required. For example, if $M = 100$ (100 pixels horizontally), then it is necessary to consider $12676506002282294001496703205376$ combinations. In addition, since real images are much larger than 100 pixels, the number of possible combinations is very large. In this case, it is necessary to take into account the presence of a large number of bit layers of the image, as well as the use of different rules.

The third stage showed high quality encryption. However, it is possible to define encryption rules for the first few lines of the array. Therefore, an approach was used based on the analysis of geometric shapes formed by the used rules. As a result of the analysis, it was decided to use the generated key bit array shifted by the first 20 lines of the ECA evolution. The result of this encryption in Fig. 7 is shown.

To encrypt the second (bottom) image, an additional rule 51 was used. Analysis of Figure 6 shows high quality color image encryption. In this case, you can use key bit arrays starting from any line of the evolution of the ECA. It is also recommended to use the rules of shaping evolution with different geometric shapes. It is also a recommendation to use evolution formed by using different rules at different time steps of evolution.

6. CONCLUSION

The paper considers the process of encrypting color images based on the evolution of elementary cellular automata. A methodology for the formation of a key bit array for encrypting bit layers of a color image has been developed. A methodology for conducting an experiment to find the optimal key bit array was developed and described, and recommendations for encrypting color images based on the theory of elementary cellular automata were formulated. As a result of experimental research, the bit layers (6, 7, 8, 14, 15, 16, 22, 23, 24) have been identified that most of all affect the encryption result. To obtain high quality encryption, it is recommended to use different Wolfram rules for each influencing bit layer of the image. In this case, the rules used should in their evolutions form different two-dimensional geometric shapes. The experiment also showed that the bit key array should not contain the first lines of evolution.

In further studies, for the formation of key bit arrays, the author plans to use various forms of neighborhoods, as well as to use elementary cellular automata with different paradigms of functioning.
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