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ABSTRACT 
 

Technology and networks have improved significantly in recent decades, and Internet services are now 
available in almost every business. It has become increasingly important to develop information security 
technology to identify the most recent attack. Many signature-based intrusion detection techniques promise 
great accuracy and low false alert rates. However, they struggle when confronted with emerging threats. 
This work employs the autoencoder, a type of neural network, to find possible zero-day threats by looking 
for differences in the data. This research is significant because, unlike previous efforts, it does not rely on 
the use of explicit labels during training. The premature convergence they caused was a problem for the 
optimization strategy used in the real world to identify zero-day attacks and other novel threats. This work 
proposed a unified ensemble autoencoder based on the Dynamic weighted Cuckoo Search Algorithm 
(DWCSA) to choose the most practical features for detecting anomalies in network traffic. As a result, the 
suggested Dynamic weighted based Cuckoo Search Algorithm (DWCSA) is modified to enhance 
performance while maintaining its fundamental structure. The model uses an improved DWCSA to 
determine which dataset features are the most important. Then an ensemble Autoencoder is used to improve 
further the optimal features that the enhanced DWCSA learned. Accuracy was enhanced by the proposed 
model, which overcame the constraint problems that had arisen throughout the feature selection process. 
The study demonstrates how to practically design and deploy a suitable approach and procedure, allowing 
even non-experts to identify the zero-day attack. The investigation of the results indicates that the proposed 
zero-day detection methods have more excellent results for the highest overall accuracy of 99.93% on 
CICIDS18 data sets. Overall, the results for identifying zero-day threats using the proposed technique are 
promising. 

Keywords: Intrusion Detection System, Autoencoder, Zero-Day Attack, Machine Learning, Cyber-security. 
 
1. INTRODUCTION  

 
Computer-related crimes are rising in modern 

society due to the expanding use of digital 
technology and web applications becoming more 
widespread and challenging. New dangers from 
hackers and the number of cybercriminals are 
increasing [1], which encourages attackers to take 
over the entire network infrastructure, which might 
occasionally result in an operational problem. The 
attackers exploit infiltration as a critical element in 
integrity, availability, and confidentiality. 
Henceforth, IDS are being used as a defence 
mechanism to provide security and protection, and 
as a result, they carry out anomaly detection and 
network attack detection. According to recent 
studies, IDS' finest data mining solutions are 

defence mechanisms for identifying attack patterns 
[2]. 

 
Under network intrusion detection systems, 

conventional machine learning algorithms like 
Bayesian, SVM, Decision Trees, & Logistic 
Regression are frequently employed. The multiple 
methods have had positive outputs [3]. However, 
these algorithms are unsuitable for massive and 
high-dimensional data because of their sensitivity to 
outliers and noise. Deep learning approaches have 
recently become popular in several domains, 
including image identification and natural language 
processing. These methods have also produced 
positive results in intrusion detection by combining 
low-level information. Convolutional neural 
networks (CNN), long short-term memory (LSTM), 
recurrent neural networks (RNN), and deep neural 
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networks (DNN) are the most common forms of 
neural networks used for intrusion detection. 
Cyberattacks have risen due to the globalization of 
computer networks and network applications. 
According to CNBC, a business news program, the 
average cost of a cyberattack in 2019 was USD 
200,000. The two most common kinds of IDS are 
signature-based and anomaly-based. An IDS with a 
signature-based approach can only identify known 
attacks by looking for patterns in those attacks. In 
order to stay updated with all known attack 
signatures, a signature-based IDS must 
continuously update its database. Anomaly-based 
IDS identifies variations from typical traffic 
behaviour. Due to their complexity and speed, zero-
day intrusions are extremely difficult to detect. 
Because of the limitations of the IDS model, 
modern ML-based IDS can reliably identify known 
attacks but not zero-day attacks. In recent years, 
academics have implemented ML and DL for 
cybersecurity due to their usefulness in a different 
area.  

 
Algorithms that look for outliers have been used 

in recent studies to identify previously undetected 
risks. Current outlier-based IDS studies suffer from 
a number of drawbacks, the most prominent of 
which is low accuracy rates caused by high FPR 
and high FNR [4]. "Alert weariness" or 
"cybersecurity fatigue" [5] occurs when 
cybersecurity operation centers become frustrated 
due to a high false positive rate. According to Cisco 
[5], just 28% of intrusions that are discovered are 
actually happening. The difficulty of actually 
employing the models reduces their utility. In order 
to carry out their harmful plans, attackers will try 
any and all methods at their disposal. The survey 
conducted states that throughout the COVID-19 
situation, hackers used a themed attack against both 
consumers and businesses. During the COVID19 
pandemic, various sorts of cyber risks increased, as 
reported in [6]. Phishing assaults are the most 
common form of cybercrime. The value of 
ransomware in 2020 has been projected to be US 
dollar 20 billion, up from an estimated US$ 11.5 
billion in 2019. The rate of growth of ransomware 
attacks is 350 percent each year, and cyber-security 
spending is predicted to hit a trillion dollars by 
2024, as stated by Cisco [5]. 

  
Microsoft has witnessed ZA [7] due to Adobe 

Type Manager (ATM) library in 2020. Attackers 
aimed to exploit flaws in ATM that allowed for 
remote code execution. The vulnerability allows 
attackers to execute malicious scripts transmitted 

via spam or unwittingly downloaded remotely. If 
malicious code were to be executed on the 
vulnerable ATM, it might lead to a ransomware 
attack. This type of attack may involve tampering 
with firewall configurations, gaining unauthorized 
access to a system, or deploying malware. The 
number of ZAs that go unrecorded is likely far 
higher. Different kinds of mysterious cyberattacks 
are on the rise during the covid age. It motivates 
authors to come up with a new approach to stopping 
zero-day cyberattacks. The proposed technique uses 
an enhanced DWCSA feature selection algorithm 
with an ensemble autoencoder, which lessens 
reconstruction error. The model learns to identify 
risks by observing benign traffic during training. 

  
While signature-based systems are excellent at 

detecting previously identified risks, they are 
ineffective against zero-day attacks, which are 
newly discovered threats. They cannot be 
adequately generalized and only identify intrusions 
that match perfectly with known attack signatures. 
Due to the dynamic characteristics of malicious 
behavior, these systems can be effective only if 
their signature databases are regularly updated. 
Anomaly-based methods can be either monitored or 
not. Supervised learning has been the basis of the 
majority of research done before. However, 
gathering manually classified data can be time-
consuming and resource-intensive [8]. Moreover, 
just like the signature databases, labels must be 
regularly updated too. The researcher must also 
account for the issue of imbalance throughout the 
training set. Unsupervised learning will help with 
these problems, although at the expense of a more 
significant rate of false alarms [9]. 

 
The use of ML methods in conjunction with 

detecting network anomalies based on behaviour 
has become popular in recent cybercrime studies 
[10]. Even though there is a lot of written material 
on the subject, deployable ML-based NIDS are still 
in their early stages [11]. Among the various factors 
that reduce ML's ability to identify anomalies in 
networks are: Since 1) data transmission is highly 
diverse and variable, it is challenging to establish a 
benchmark of normalcy [12], and 2) monitored 
Machine learning needs labelled attack data 
sources, but since traffic labelling is costly and 
necessitates solid knowledge and skills [13], 
suspicious network data are currently limited and 
not updated, this presents a problem. With these 
issues in mind, we introduce a unified ensemble 
autoencoder based on the DWCSA to choose the 
most valuable features for finding abnormal 
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activity in network traffic. Significance and 
Contribution of this work are: 

 
 Unsupervised representation learning is used to 

identify malicious activity. 

 Rather than categorizing each individual flow 
or packet, the time dimension is leveraged to 
identify anomalies. 

 Explicit labels are not required. The AE is 
trained on input that is assured to be benign. 

 An ensemble of simple shallow AEs is used, 
with each member trained on a specific traffic 
category. 

 Threats that were previously known, as well as 
new emerging threats, can be determined in 
real-time. 

 
Research Question 1: An anomaly or a new threat 
is always unknown. We do not know what we are 
looking for. How can an IDS identify a new or 
emerging threat that has never been seen before? 
 
2. RELATED WORKS 
 

According to [14], who compared different 
classifiers, Random Forest (RF) and Bayesian 
Network (BN) are the most effective for intrusion 
detection, even though no single method 
outperforms the others across all evaluation metrics. 
The KNN approach showed the lowest False 
Positives (FP). In contrast, the RF algorithm 
showed the lowest False Negatives (FN) in another 
study by [15] using a simulated dataset. Numerous 
prior research has used the RF method for feature 
selection or classification, making it the clear 
frontrunner in intrusion detection. For instance, in 
[16], RF was utilized for selecting features before 
being passed off to a Support Vector Machine 
(SVM) for classification.  

 
Additionally, many different categorization 

methods and ensembles have been extensively 
studied in the literature. Discriminative Multinomial 
Naive Bayes (DMNB) classifier attained a 96.5 % 
accuracy in two-class classification [17]. The same 
team also presented the usage of a collection of 
classifiers to prove its usefulness. Many SVM-
based classification models were compared. After 
examining several tree-based classification 
techniques, it has been observed that a Random 
Tree-based method obtained 97% accuracy in 
categorization. The authors of [18] suggested an 
IDS that employed many Support Vector Machines 

(SVMs) for classification and the Genetic 
Algorithm (GA) for selecting features. In order to 
build their method, they linearly combined many 
SVM classifiers that were rated by attack severity. 
Using the GA-selected features, they trained each 
classifier to identify a specific form of attack. They 
used the CICIDS2017 [19] dataset, of which only a 
subset was available, to test their method. The 
authors of [20] tested an IDS for identifying DoS 
attacks using the Fisher score approach for selecting 
features and the SVM, KNN, and DT algorithms. 

 
Combining Classification and Regression Trees 

(CART) with a BN classifier, investigated the 
results and created an ensemble of the two models 
[21]. Last but not least, the authors presented a 
hybrid architecture consisting of both the ensemble 
and the basic classifiers. In [22], researchers 
investigated the possibility of DDoS detection using 
a portion of the CICIDS2017 [19] dataset. They 
used DT and SVM-based models to narrow down 
the characteristics after first utilizing correlation 
analysis to facilitate classification. According to the 
authors, they got it right around 100% of the time. 
The imbalance in the training data is one of the 
limits of supervised classification. Concerning this 
matter, researchers [23] used Synthetic Minority 
Oversampling Technique (SMOTE) for their 
AdaBoost-based classifier on the CICIDS2017 [19] 
dataset to detect DDoS assaults. 

 
The use of autoencoders for feature engineering 

and learning in cybersecurity has been proposed in 
[24]. Meng et al. [24] employ autoencoders to 
extract features, and those features are subsequently 
fed into a multi-class support vector machine 
classifier using NSL-KDD datasets. Overall, the 
model was found to have an accuracy of 86.96% 
and a precision of 88.64% in its evaluation. Various 
classes have different levels of accuracy and 
precision; for example, the DoS class has an 
accuracy of 97.91 %, the probe class of 88.07%, the 
R2L class of 12.77 %, and the normal class of 97.46 
%. Narayana et al. [25] turn to a sparse autoencoder 
when extracting features. An SAE-RNN classifier 
takes input from the autoencoder's bottleneck layer 
(latent representation). Using the NSL KDD 
sample, they conducted their evaluations and 
discovered that an accuracy of 80% is feasible. The 
overall classification performance of the NSL-KDD 
sample is 99.71%. 

 
Improved feature engineering for supervised 

classifiers has been the primary use of AEs. One 
work that used an AE to create a novel feature 
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representation was [26] using NSL KDD [27] 
sample. Softmax Regression was employed for the 
final classification, which used both the new 
features and the original label vectors. [28] 
developed daisy chaining of four shallow AEs. 
Sequential training on the KDD CUP '99 [27] 
dataset produced shallow AEs. A SoftMax classifier 
was utilized in the final supervised layer. The 
overall detection efficacy of this method was 94.71 
%. 

 
Anomaly identification using thresholds of 

reconstruction errors was demonstrated using 
satellite telemetry data consisting of continuous 
sensor measurements in a study by [29]. While the 
work presented here is not directly connected to 
intrusion detection, the methodology presented 
applies to detecting anomalies in any area. 
Researchers used Wednesday's subset of the 
CICIDS2017 [19] dataset to investigate the 
feasibility of deploying a deep AE to detect DDoS 
threats; they found that AE could reach a 95.73 % 
accuracy rate with 4.32 % FAR [30]. On 
Wednesday, the data sample was partitioned into 
training, validation, threshold, and testing. An 
optimal error threshold, measured by precision and 
recall (F1), was calculated using the threshold 
subset. They used a technique that involved 
learning something twice as fast. Two 
supplementary AEs were also deployed alongside 
the main one. The first AE was employed to 
differentiate between benign flows and FNs on the 
second level, while the second AE was used to 
distinguish between attacks and FPs. 
 
3. BACKGROUND 
 
3.1 Introduction to Autoencoders 

 
The autoencoder's primary role is to serve as a 

zero-day attack indicator by flagging anomalies. 
Binary classification (normal and zero-day attacks) 
is what the autoencoder model is utilized for here, 
not multi-class classification. The first authors to 
describe autoencoders are Rumelhart et al. [31]. 
They hope to circumvent backpropagation in an 
unsupervised setting by focusing on the input. Since 
the input and output of an autoencoder are identical, 
this model is considered a self-supervised learner 
and engages in representation learning. An AE is a 
self-supervised learner with fewer nodes in the 
middle layer, which is the bottleneck, but the exact 
number of nodes in the hidden layer and output 
layer. An autoencoder can be thought of as a 
conceptual hourglass. As can be seen in Figure 1, 

its main components are an encoder and a decoder. 
The encoder maps the high-dimensional input 
sample (X) into lower-dimensional space (h) to 
simplify its representation. It eliminates any 
redundancies, correlated features, and features that 
have negligible variance. This compressed 
representation retains only the most salient features 
of the data. 

 

 
 

Figure 1: Description Autoencoder 
 

The reconstruction error is defined as the 
deviation between the original input vector (X) and 
the recreated output vector (X'). This type of error 
can be quantified using the Root Mean Squared 
Error loss function (RMSE). The Autoencoder is 
frequently employed for anomaly identification. 
Think about all the sensors, processors, and 
memories that work perfectly. However, when we 
aggregate their error data, we find a 
disproportionately large number of "positive" 
classifications relative to "minority" classes. The 
process of classifying data for predictive purposes 
can be laborious and expensive. 

 
Autoencoder is successfully used by the majority 

of classes (benign data). The objective of the 
training is to attain the lowest possible 
reconstruction error. Model weights for the encoder 
and decoder are updated during training. In this 
case, we have a downsampling encoder and an 
upsampling decoder. LSTM, CNN, and ANN can 
all be used as encoders and decoders. 

 
The Model can learn the practical reconstruction 

function on normal data, which may then be used to 
spot outliers. The reconstruction error is small for 
typical data but large for outliers (minority class). 

 
The following equations can be used to represent 

the encoder and decoder functions, where (X) is the 
unprocessed input, (h) is the compressed 
representation, (X') is the reconstructed output, and 
(w) and (b) are the weights and biases determined 
during training. 
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ℎ = 𝑓(𝑋, 𝑤 , 𝑏) 

 
𝑋´ = 𝑔(ℎ, 𝑤ௗ , 𝑏ௗ) 

 
The RMSE can be calculated from the two 
matrices, X and X', in which n refers to the total 
occurrences. 
 

𝑅𝑀𝑆𝐸 = ඩ
1

𝑛
(𝑋ᇱ − 𝑋)ଶ



ୀଵ

 

 
The goal is to minimize the dimensionality of the 
incoming data and then recreate it. The AE 
approximates it by reducing the reconstruction 
error. 
 
3.2 Datasets 

 
Our investigation led us to the Canadian Institute 

of Cybersecurity's most current dataset, 
CICIDS2017[19], where we discovered that the 
vast majority of update attack scenarios might be 
identified. This cutting-edge dataset not only 
includes recent examples of network intrusions but 
also satisfies all the characteristics of genuine 
attacks. The data in this set was collected from 
Monday through Friday. Each record represents a 
tagged flow and 84 attributes, and it has been 
available to academics in PCAP and CSV formats 
since 2018. On Monday, only normal traffic is 
permitted. Simulations of attacks were carried out 
between Tuesday and Friday. Examples of such 
attacks are DoS, DDoS attacks, the Heartbleed 
exploit, web attacks, infiltration, and botnets. Table 
1 summarizes the CSV files, the number of 
observations and the orchestrated attacks. For the 
following reasons, this dataset was chosen to test 
and validate in this work: 
 
 Newer attacks are included in this massive and 

comprehensive current IDS standard evaluation 
dataset. 

 Monday's Dataset, which is used to train the 
models, only has benign traffic. 

 It is not necessary to separate daily traffic into 
the train, validate, and test subsets because the 
complete set can be used as it occurred 
naturally. 

 

Table 1: Dataset Description TABLE and Count of each 
Type 

 

File Normal 
Flows 

Abnormal 
Flows 

Monday.pcap_ISCX.csv  2359087 0 
Tuesday.pcap_ISCX.csv 432074 13835 

Wednesday.pcap_ISCX.cs
v 

440031 252672 

Thursday_Morning_Web
Attacks.pcap_ISCX.csv  

168186 2180 

Thursday_Afternoon_Infil
teration.pcap_ ISCX.csv  

288566 36 

Friday_Morning.pcap_ISC
X.csv 

189067 1966 

Friday_ Afternoon-
PortScan.pcap_ISCX.csv  

127537 158930 

Friday_Afternoon-
DDos.pcap_ISCX.csv  

97718 128027 

 

Attacks Types Count 
1.Normal/Benign: 971016 
2.FTP-BruteForce: 38703 
3.SSH-Bruteforce: 37323 

4.DDOS attack HOIC: 137185 
5.Bot: 57507 

6.DoS attacks GoldenEye: 8377 
7.DoS attacks Slowloris: 2234 

8.DDOS attack LOIC-UDP: 332 
9.Brute Force -Web: 103 
10.Brute Force -XSS: 55 

11.SQL Injection: 11 
 

4. THE PROPOSED METHODOLOGY 
 
Several unresolved problems have been 

addressed to detect real-time network-based threats. 
In order to accomplish this, the framework of the 
proposed approaches is described below. In Figure 
2, we see the overall layout of the proposed 
methodology. As seen in Figure 2, our proposed 
method involves preprocessing the data and 
selecting the most relevant features with the help of 
the Dynamically Adjusted CSA algorithm that 
we've recommended for use in the ensemble AE 
setting. In order to detect malicious traffic, our 
approach calculates anomaly scores using the 
reconstruction error for traffic data. The threshold-
based detection of the attack by Unified Ensemble 
AE isolates the attack data from the rest of the 
network traffic. 

 
4.1 Data Preparation 

 
Table 1 summaries the eight data sets that make 

up the original data. Each dataset has 84 distinct 
network traffic characteristics, all of which are 
extracted from actual network traffic. The following  
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Figure 2: Propose Optimized Ensemble Autoencoder 
 
 

five options were taken away. The original dataset 
(since it naturally occurs) has been used for the 
remaining attributes, allowing the AE to manage the 
dimensionality reduction, which allowed the model 
to avoid having to drop features altogether. 

 
 Flow ID - Each flow has its distinct number. It 

is a sequence of characters made up of the 
sending and receiving hosts' IP addresses and 
port numbers. 

 IP addresses of the sender and receiver were 
discarded. 

 Date/time stamp - Date/time stamps were not 
employed in this exploratory study. 

 Forward Header Length - This characteristic 
appears twice with identical values. It was 
decided to remove one of the duplicates. 

 Infinite and not-a-number records have been 
removed. 

 Identical Records have been eliminated for this 
preliminary examination. 

 Classifications are now benign (0) or malicious 
(1).  
 

4.2 Data Scaling 
 

 Min-max scaling [32] will apply a formula to 
each value in a column and return a new value. The 
relevant equation is: 
 

𝑚 = (𝑥 − 𝑥𝑚𝑖𝑛)/(𝑥𝑚𝑎𝑥 − 𝑥𝑚𝑖𝑛) 
 

The sample from Monday, which only has 
normal traffic, was used for training. The fit 
transform() technique was used to resize it. Testing 
was done with data from Tuesday through Friday. 
The transform () method is figuring out each 
feature's average and standard deviation in 
Monday's dataset. Each feature is given a new mean 
and variance through the transform technique. The 
objective was to make it seem like the test results 
had never been seen before. 

 
4.3 Feature selection 
 

Cuckoo search (CS) is a heuristic strategy [33] 
that takes its natural inspirations to address 
optimization issues. It was based on the way nature 
works and was inspired by it. The algorithm was 
inspired by the behavior of certain cuckoos, who 
will lay their eggs within the nests of host birds of a 
different species to save costs. By scattering their 
eggs among multiple nests, cuckoos reduce the 
likelihood of having their eggs stolen by predators. 
Sometimes the host birds will realize the parasitic 
eggs they've been incubating. Depending on the 
number of eggs found, the host bird may either 
ignore them or abandon the nest altogether before 
starting a new one. Brood parasites have evolved 
strategies like rapid egg incubation, rapid nestling 
growth, and egg color or pattern matching with 
hosts to increase the likelihood that host birds will 
ignore the parasites' offspring. 
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When Eq. (1) carries out a Levy flight, a new 
solution for cuckoo search is produced [33-35]. 
 

 𝑥
௧ାଵ = 𝑥

௧ + 𝛼(𝑥
௧ − 𝑥௦௧) ⊕ 𝐿𝑒𝑣𝑦(𝑠, 𝜆)  (1) 

 
If α_0 is the step size, then the current optimal 

solution is x best, where α_0>0. Levy flights are 
selected at random from the Levy distribution given 
in Eq. (2) 
 

𝐿𝑒𝑣𝑦(𝑠, 𝜆) ∼ 𝑢 = 𝑡ିଵ, (1 ≤  𝜆 ≤  3) (2) 
 

where 

𝐿𝑒𝑣𝑦(𝑠, 𝜆) =
ఒ(ఒ)ୱ୧୬ (

ഏഊ

మ
)

గ

ଵ

௦భశഊ , where (𝑠 ≫ 𝑠 > 0) 

 
Γ(λ) denotes conventional gamma functions 

index in this context. 
 
The CS algorithm involves discarding the worst 

nest with a probability of p_α, then constructing a 
fresh nest using a stochastic process, as shown in 
Eq. (3) 

 
𝑥

௧ାଵ = 𝑥
௧ + 𝑟(𝑥

௧ − 𝑥
௧ )   (3) 

The preceding equation yields two random 
solutions, 𝑥

௧ and 𝑥
௧   are for each iteration t, where 

r is a random number. 
 

Though effective, the already available models 
have flaws in the form of excessive time 
consumption and early convergence compared to a 
realistic optimization strategy. As a result, the CS is 
tweaked according to its fundamental structure in 
order to boost its overall performance. 

 
The effectiveness of metaheuristic algorithms is 

shown to be very reactive to adjustments made to 
their control parameters. The algorithm used many 
parameter optimization procedures. Piecewise, 
linear, and curved input variables that reduce with 
reproduction are examples of the adaptive 
parameter approach. The optimization issue known 
as a self-adaptive approach for a resource archive 
system is solved if the control parameters vary with 
the best fitness. The algorithm's ability to determine 
both global and local solutions is enhanced by the 
use of parameters like 𝑝ఈ and 𝛼. Based on 
experience, parameters can be modified with a 
given problem. When a significant value of 𝛼  is 
available, the value of 𝑝ఈ is low. There has been a 
clear trend of worsening algorithmic efficiency as 
the number of iterations has increased. Value of 𝑝ఈ 

and 𝛼 are equal, with more significant values of 𝑝ఈ 
resulting in larger values of 𝛼. Faster convergence 
aids in locating optimal solutions. The following 
equations (4) and (7) describe the dynamic variation 
in 𝑝ఈ and 𝛼 values as a function of reproduction 
number in Eq. (5) 
 

𝑝ఈ = 𝑝ఈ ∙ 2ఛ , 𝜏 = 𝑒
ଵି

ಸ
ಸశభషಸ

    (ସ)           
       

 

𝛼 = 0.5 × exp ቀ−
ீିଵ

ீ
ቁ  (5)     

 
In the preceding formula, 𝐺 is the max step 

size, 𝐺 denotes total repetitions, 𝑝ఈ is the previously 
defined constant. The method of dynamic weighted 
random walk is constructed using random walk, 
which has led to a slower rate of convergence and 
vibration. Since a larger indicates a more thorough 
examination or exploitation of host nest positions 
with solutions, it can be used to improve local 
search. Since a little value during the course 
improves efficaciously using local search, its 
linearly reducing relative value reveals a higher 
value. The user-defined constants 𝜔௫ , and 𝜔 
are used to indicate the maximum and minimum 
values of the weighted coefficient, respectively. 
Therefore, the weighted coefficients are represented 
by the following equations. Considering 
classification accuracy and incorporating the rate of 
feature reduction as an adjustment term, as shown 
in Eq., the suggested evaluation technique is the 
fitness function that resolves the constraint 
problems in Eq. (6) and (7) [33-35] 
 

𝑥
௧ାଵ = 𝜔𝑥

௧ + 𝑟൫𝑥
௧ − 𝑥

௧ ൯  (6)                  

 
𝜔 = 𝜔௫ −

ீ(ఠೌೣିఠ)

ீ
    (7)                   

To calculate the fitness value, used the Eq. (8) 
defined as in below.  

 
𝑓 = 𝛽 ∙

ௗି௦

ௗ
+ (1 − 𝛽). 𝑎𝑐𝑐   (8) 

 
The equations above can be used to calculate the 

attributes in a data sample, denoted by the symbol 
𝑑. The attributes chosen by metaheuristic 
optimization algorithms have the s-value. The 
typical value of accuracy weight is 1. 
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Dynamically Adjusted CSA algorithm [33-35]: 
 
Begin  
    x= (x 1, x 2..., x d); basis functions f(x). 
    Set the parameters  𝑝 , 𝜔௫ , 𝜔  
    Create an xi population of n host nests, 𝑥(𝑖 =

1,2, . . , 𝑛); 
     When 𝐺 = 1: 𝐺 

  Produce 𝑝ఈ, 𝛼,, 𝜔 
  Obtain a cuckoo (m) at random by Levy       

flights, Levy (𝑠, 𝜆)∼ 𝑢 = 𝑡ିఒ; 
            Produce new nests,  𝑥

௧ାଵ = 𝑥
௧ + 𝛼(𝑥

௧ −
𝑥௦௧)⨁𝐿𝑒𝑣𝑦(𝑠, 𝜆); 

           Assess its quality or fitness 𝑓; 
            Pick a nest at random from 𝑛(𝑛); 

if (𝐹 > 𝐹) 
    j should be replaced with a new solution. 
 end 

if(𝑟 > 𝑝ఈ) 
     Remove a portion of the worst nests. 

       And create new ones at the locations 
using 𝑥

௧ାଵ = 𝜔𝑥
௧ + 𝑟(𝑥

௧ − 𝑥
௧ ) 

end  
Retain the finest solutions (or nests that 
contain optimal solutions). 
Rank the finest solutions, then determine 
the most recent excellent top feature. 

    End  
 
4.4 Choosing a Neural Network Architecture 
 

79 characteristics and 1 target were present in our 
final dataset. The target was dropped because we 
are using unsupervised learning. So, input and 
output layers were made of 79 neurons. How many 
intermediate layers to have and how many neurons 
in each layer were key questions. Indirectly, the 
external problem does not aid in determining the 
total number of hidden units. The question of how 
many neurons should make up each hidden layer is 
still up to study [36]. A single hidden layer ANN 
has the potential for universal approximation. In 
previous studies, it has been seen that other studies 
using the same dataset employed different ANN 
designs as they provided the best results. 
Experiments were conducted to determine the effect 
of changing neurons number and hidden layers. We 
determined a solution to be "It does not matter.", 
which is exciting and relevant. In the initial step, a 
middle layer containing 10 neurons was selected 
arbitrarily. As a result, the Autoencoder (AE) was 
configured as follows: 

 

 AE Architecture: Input (79): Hidden (10): 
Out(79) 

 Activation Function: ReLu 
 Libraries: TensorFlow (Version 2.3.0) 
 Batch size: 1024 (10% of the training data) 
 Optimizer: Adam Optimizer with default 

parameters 
 Number of epochs: 100 
 Loss: RMSEs sqrt() (Mean Square Error) 
 
4.5 Training and Validation 
 

The projected train set was shown in scatter plots 
using Principal Component Analysis. The initial 
train set was split in half. Every data point was 
assigned to one of two categories depending on its 
location in the scatter plot. Each group was further 
divided into a validation (25%) and a train (50%). A 
threshold (25%) was also created. Two models were 
independently trained and validated using their 
respective validation and training data. A 
checkpoint was used to save the weights on a local 
hard disc. 
 

An ANN is used to build the autoencoder. The 
ANN hyperparameter optimization is done using a 
random search. The ANN's structure, nodes, and 
learning rate were set based on the random search 
outcomes. When looking for near-optimal values, a 
random walk can be much quicker than a grid 
search. Arbitrary search is more effective than grid 
search if only a few criteria need to be considered. 
It also limits the potential for overfitted parameters. 

 
The model training begins once the 

hyperparameters have been determined. The overall 
training process is described in Algorithm 1. The 
first is to verify 75% of the cases as normal and 
25% as abnormal. The model is set up with the best 
possible ANN model. Then, n epochs are used to 
train the model. Assuring convergence requires 
examining the autoencoder's accuracy and loss 
curves. Once convergence is confirmed, the model 
is evaluated with Algorithm 2, as depicted in Figure 
3. An attacker event is categorized as zero-day 
when reconstruction error between decoding and 
source example (Xj) exceeds greater than a 
predetermined threshold. The cut-off is calculated 
from the value obtained from hyperparameter 
optimization using a random search. Different cut-
off points will be tested, including 0.05, 0.15, and 
0.2. It is vital to determine the threshold in order to 
determine the value at which an instance will be 
regarded as a zero-day assault. The MSE is within 
acceptable ranges if it is less than or equal to this. 
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Figure 3: Autoencoder Convergence Curve 

 
Algorithm 1: AE Training 
 

In: benign data, ANN with different Input, Hidden 
and Output layers, epochs numbers, Regularization 
Out: Autoencoder with Training 
Step 1: train = 75% of benign data 
Step 2: test = benign data − train data 
Step 3: AE - Construct an AE (ANN Architecture, 
Regularization value) 
Step 4: batch size ← 10% of the training data 
Step 5: AE. train (batch size, epochs, train, test) 
Step 6: return AE 
 
Algorithm 2: AE Evaluate 
In: AE with Training, attack, thresholds 
Out: Identifying accuracy (accu) 
Step 1: Identifying_accu ← {} 
Step 2: predictions ← model_prediction(attack) 
Step 3: for thr ∈ thresholds do 
Step 4: accu ← (mse (predictions, attack) > 
thr)/length(attack) 
Step 5:  Identifying_accu.add (threshold, accu) 
Step 6: end for 
Step 7: return Identifying_accuracy 
 
5. RESULTS AND DISCUSSION 

The effectiveness of the classifiers is measured in 
this research by their accuracy (Accu), recall, F-
Score, sensitivity, and specificity (SPEC) [37]. All 
statistical measures can be written as the equation 
(Eq) (9-13). 

 

𝐴𝑐𝑐𝑢 =
்ା்ே

ிேାிା்ା
  (9)                  

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
்

்ା
   (10)                     

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
்ே

்ேାி
   (11)                 

 

 𝐹 − 𝑠𝑐𝑜𝑟𝑒 =
ଶ்

ଶ்ାிାிே
   (12)          

 

 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
்

்ାிே
   (13)                            

Cases in which the type of network intrusion is 
accurately distinguished are called true positives 
(TP), cases in which regular traffic in the network is 
correctly identified as normal are called true 
negatives (TN), cases when a threat is incorrectly 
identified as normal traffic, are called false 
negatives (FN), and cases in which normal traffic is 
incorrectly identified as a threat are called false 
positives (FP). For instance, recall measures how 
many different sorts of attacks were accurately 
identified across all cases labeled as threats, 
whereas specificity measures how often normal 
traffic was labeled as such. Better performance is 
indicated by increased accuracy and recall and a 
decrease in ER. 

 
The accuracy of autoencoder models for all 

CICIDS2017 domains is summarised in Table 2. 
Note that the definition of "accuracy" varies 
between "harmless" and "attack" classes. The 
success of the model in thwarting attacks is 
reflected in its precision. The reconstruction error 
must be more than the specified threshold for this to 
work. The accuracy for the benign class is the 
proportion of cases that are not identified as zero-
day attacks, in contrast to the attack class. Table 2 
shows that the accuracy of identifying benign 
classes with different thresholds (0.2, 0.15, 0.1, and 
0.05) ranges from 96.56% to 95.19% to 90.47% to 
81.13%. Figure 4 shows the graphical 
representation of the accuracy of identifying benign 
classes with a different threshold. Additionally, 
there are three distinct levels of attack detection 
precision. We'll start with cyber-attack classes that 
can be easily distinguished from harmless ones. As 
an illustration, both DoS (Hulk) and DDoS have a 
high detection accuracy [83% - 99%] independent 
of the threshold. Second, subtypes of cyber-attacks 
that are distinguishable from normal ones (for 
example, SSH Brute-force and Port Scan). In this 
example, the accuracy of detection appears to be 
value-dependent, with lower thresholds resulting in 
higher detection accuracies. This emphasizes the 
significance of the threshold value selection in 
determining the precision of the detection. Finally, 
there are classes of cyber-attacks that cannot be 
distinguished from normal traffic and therefore are 
identified only with a degree of precision. Such 
attacks' behaviors are nearly identical to those of 
everyday web browsing. 

 
The effectiveness of an autoencoder method at 

identifying previously undetectable cyberattacks is  
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Table 2: Zero-Day threat Detection using Dynamically Adjusted CSA algorithm with ensemble autoencoder  

 
 

assessed. Findings presented in Table 2 are 
visualised in Figure 5, which displays ROC curves 
for every attack type in the CICIDS2017 data. 
 

During both the training and testing phases, we 
made a variety of observations to deduce the 
consequences for performance. For each data point 
in the CICIDS2017 test dataset, our model's 
anomaly score in terms of reconstruction error is 
displayed in Figure 6. In this case, we can plainly 
see that a threshold leads to the incorrect 
classification of some data points in both normal 
and abnormal traffic. We define an outlier as a data 
point with a reconstruction error greater than the 
mean + 2 standard deviations of the reconstruction 

loss for the normal training samples. In order to fix 
the problem of threshold-based misclassification, 
we have used the Dynamic Weighted CSA 
algorithm to pick the best features, which includes 
excluding outlying data from the normal and 
abnormal sets. 

 
Our suggested approach worked well on the 

CICIDS2017 data, as seen in Table 3, with a 
97.74% accuracy and a 93.16% recall. We 
compared our method's performance metrics to 
those of other approaches in the literature using the 
table below. More significant improvements in 
performance metrics indicate improved model 
performance.  

 

Figure 4: Zero-Day threat Detection with enhanced ensemble autoencoder for CICIDS2017 datasets 
 

 Detection Accu 

 
Threshold  

.2 
Threshold 

.15 
Threshold 

.1 
Threshold 

.05 
Benign 97.01% 96.18% 91.17% 80.93% 

FTP Brute-force 6.08% 6.11% 7.01% 83.02% 
SSH Brute-force 8.1% 9.18% 77.95% 81.11% 

DoS (Slowloris) 66.13% 72.03% 79.10% 81.05% 

DoS (GoldenEye) 67.01% 86.05% 88.01% 89.98% 
DoS (Hulk) 97.99% 97.93% 97.99% 97.98% 

DoS (SlowHTTPTest) 23.12% 25.01% 29.02% 40.05% 
DDoS 84.27% 93.13% 98.18% 99.57% 

Heartbleed 29.21% 29.119% 40.10% 44.14% 
Web BF 10.1% 10.85% 83.01% 86.11% 

Web XSS 12.24% 12.98% 97.18% 99.36% 
Web SQL 17.18% 17.37% 23.02% 28.18% 

Infiltration - Dropbox 1 48.01% 53.14% 95.22% 95.02% 
Infiltration - Dropbox 2 86.11% 86.21% 99.98% 99.99% 
Infiltration - Dropbox 3 17.2% 24.9% 90.05% 99.14% 
Infiltration - Cooldisk 49.01% 52.32% 87.14% 93.08% 

Botnet 18.56% 18.87% 38.05% 67.28% 
PortScan 17.12% 29.34% 76.23% 99.07% 
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Figure 5: Proposed ensemble Autoencoder Classification ROC Curves 

 
 

 
 

Figure 6: Anomaly score based on reconstruction error in CICIDS2017 on Tuesday RMSEs w.r.t time 

 
Table 3: Proposed model comparison with others model 

 

 
 

Paper Dataset Techniques Accu Precision Recall F1 score 
Mbona et al. 

[38] 
CICIDS2017 

one-class support 
vector machines 

74% 
Not 

Reported 
Not 

Reported 
85% 

Wenfeng et 
al. [39] 

CICIDS2017 LogAE-XGBoost 99.92 99.71 99.86 99.79 
CICIDS2017 XGBoost 99.43 99.22 99.30 99.25 

Roshan et al. 
[40] 

CICIDS2017 OPT_AE 
   

99.29 
Not 

Reported 
Not 

Reported 
Not 

Reported 
Verkerken et 

al. [41] 
CICIDS2017 Autoencoder 94.26 94.59 97.78 96.16 

Neuschmied 
et al. [42] 

CICIDS2017 

AE 77.6 41.5 29.7 34.6 
AEC 82.7 67.4 25.6 37.1 

AE-CNN 81.7 59.7 25.4 35.7 
VAE 77.4 40.3 28.0 33.1 

VAE-Prob 74.2 37.1 42.0 39.4 
AE+VAE-Prob 79.7 49.0 41.9 45.2 

OCSVM 78.6 43.6 26.1 32.6 

Proposed 
Method 

CICIDS2017 

Dynamically 
Adjusted CSA 
algorithm with 

ensemble autoencoder 

99.93 98.91 98.81 98.46 
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6. CONCLUSION 

Our proposed methods were meant to help find a 
good and feasible way to find new and emerging 
threats, also called "zero-day attacks." When we 
looked over articles on intrusion detection that had 
been published in research journals, we came across 
studies that had looked into this issue. The 
implementation of representation learning, with an 
ensemble AE serving as its central component, was 
one particular approach that piqued our interest as a 
potential solution. The ensemble AE based on the 
Dynamic weighted Cuckoo Search Algorithm was 
used to model benign behavior and then measure 
the deviation of future activity from this learned 
model. The model uses an improved DWCSA to 
determine which dataset features are the most 
important. Then an ensemble Autoencoder is used 
to improve further the optimal features that the 
enhanced DWCSA learned. This model was able to 
detect previously unseen attacks. Experiments 
indicated a high accuracy for detecting zero-day 
threats. Accuracy, precision, recall, and F1-score 
for zero-day detection at CICIDS2017 are 99.93%, 
98.91%, 98.81%, and 98.46%, respectively. The 
ensemble autoencoder outperforms previous models 
in detection accuracy. 

 
The assumption is that there is no absolute 

answer, and data determine the parameters for fine-
tuning. With the use of improved statistical 
approaches, it will be possible to foresee even more 
desirable actions in the future. In addition, a model 
can be re-trained as needed to account for data drift 
brought on by variations in network characteristics 
over time. 

Limitations and Future Work of the Proposed 
work: The suggested work's shortcoming is that we 
could not appropriately identify SQL Injection and 
botnet attacks. We intend to strengthen our method 
in the future so that it can identify zero-day attacks 
with behaviours that are distinct from those of 
previously discovered threats. We'll perform to 
reduce the length of time it takes for the training 
algorithm to identify the intrusive pattern. In the 
future, we can add different IDS datasets to this 
study. In addition, we can investigate the same 
research with other ML approaches like LSTM and 
CNN for zero-day attack detection. Last but not 
least, if the models discussed in this study were to 
be tested in a realistic environment, we might learn 
even more. In contrast to evaluating benchmark 
datasets, this would show the demands and needs in 
various operational contexts. 
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