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ABSTRACT 
 

The evapotranspiration rate can be used to estimate water loss. However, there are 31 equations available to 
be chosen, and randomly choosing the equation might not project the actual results. This is very crucial 
because, without the equation, we cannot proceed with the parameter selection. These findings can justify the 
parameter chosen for the prediction model development. Long Short-Term Memory (LSTM) is known for its 
ability to retain memory better than Recurrent Neural Network (RNN). This is due to LSTM architecture, 
where the memory cell is available to store memory for long-term dependency. RNN suffers from a vanishing 
gradient that can affect the prediction, whether in accuracy, precision, etc. LSTM was developed specifically 
to address the issue of RNN. Even though LSTM is better overall, it can be further enhanced. The proposed 
method is to adjust the Hyperparameter Settings and combine them with Hybridization. Our findings indicate 
that the prediction accuracy improved significantly. The hybrid model chosen was Gated Recurrent Unit 
(GRU), combined with LSTM and Hyperparameter Settings, resulting in the best and highest prediction 
accuracy compared to the LSTM Vanilla and LSTM with Hyperparameter Settings. LSTM Hyperparameter 
Settings and Hybridization dominate the top three scores. The scoring stretched until 11th place before the 
LSTM Hyperparameter Settings score came in. The top three scores were for Case 99, Case 36, and Case 90 
with 0.0626, 0.06446, 0.06606 MAE, 0.00667, 0.00706, 0.00759 MSE, 0.0817, 0.084, 0.0871 RMSE and 
0.99261, 0.99219, 0.9916 R², respectively. As for the LSTM Hyperparameter Settings score, 0.0712 MAE, 
0.00861 MSE, 0.09278 RMSE, and 0.99047 R². 

Keywords: Hyperparameter, Hybridization, Deep Learning, LSTM, Evapotranspiration 
 
1. INTRODUCTION  
 

1.1 Background 

Water loss is a natural occurrence in agriculture, 
where crops lose water through transpiration and 
evaporation. Evaporation is when soil moisture and 
water surface level evaporate into the air due to the 
heat of vaporization [1]. Transpiration is when the 
vegetation loses water to cool down its temperature, 

especially during hot days [2]. Both evaporation and 
transpiration convert the liquid into water vapour. 
Water loss can be measured or estimated in multiple 
ways, using a lysimeter, eddy correlation, and water 
balance in a basin or using energy balance, mass 
transfer, and crop coefficients. However, Gocic and 
Trajkovic (2014) found that implementing the 
Reference Evapotranspiration (ETo) model is the 
most accepted method [3]. Evapotranspiration is a 
term that refers to a process that combines water 
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surface and soil evaporation and vegetation 
transpiration [4]. It plays a vital role in water-related 
to agriculture, such as determining the next irrigation 
needed, water surface level, water loss level, and 
more [3]. 

This research aims to predict water loss by using 
the accepted method of estimating water loss. The 
method selects parameters based on the Reference 
Evapotranspiration (ETo) model. There are more 
than 30 ETo models developed by researchers 
worldwide. Researching the appropriate ETo model 
should be one of the main priorities. From the ETo 
model itself, the needed parameters can be laid out 
instead of randomly choosing any parameters or 
relying on commonly used ones applied in other 
research. Wind speed, air humidity, minimum and 
maximum temperature, solar radiation, and relative 
humidity are the most used parameters in any ETo 
model because they are widely available in most 
cases [5]. It can provide helpful information on 
whether there is a need for irrigation or not for that 
particular day [6]. Finding appropriate parameters is 
challenging because of the wide range of available 
ETo models that can be chosen. Still, it does not 
necessarily translate into better predicting the 
evapotranspiration rate. So, the task is to identify 
only the most helpful parameter based on the 
evapotranspiration rate model. 

Several ETo models can be applied apart from 
the FAO-56 Penman-Monteith (PMF56) model. The 
ETo model can be divided into three categories [7]. 
The first category is temperature-based which is 
based on temperature parameters. The second 
category is radiation-based which is based on 
radiation parameters. The last category is mass 
transfer-based or water balance-based, based on 
temperature and humidity. Forth category has been 
added, a combination-based type, the PMF56 model 
[3][8]. Each ETo model has its data requirement 
even though the parameters are the same. The 
parameters can be derived into a new parameter by 
combining them or turning them into a different 
format, such as degrees Celsius to degrees 
Fahrenheit. Additional data can be derived according 
to the ETo model requirements. Most researchers 
agreed that the best ETo model is the combination-
type PMF56 model because FAO was explicitly 
developed. PMF56 can estimate the ETo rate with 
the most accurate result. PMF56 model is the best 
model period to date based on their findings 
[3][9][10]. 

As for the prediction model, finding the most 
accurate prediction model will be a challenge 
because many models can be chosen. There are 
many prediction models available such as Feed 

Forward Neural Network (FFNN), Convolutional 
Neural Network (CNN), Recurrent Neural Network 
(RNN), and many more that can be applied. So, 
finding a suitable prediction model for this study will 
be challenging. The most used prediction model is 
the RNN variant, Long Short-Term Memory 
(LSTM) variant, and Gated Recurrent Unit (GRU). 
RNN can store temporal dependencies but suffer 
from a vanishing gradient in which LSTM was 
developed to overcome the shortcomings of RNN. 
GRU was created as an improved version of the 
current LSTM that tackles the processing time and 
computing power, resulting in faster processing 
predicted output. However, there were mixed results 
between LSTM being better than GRU and vice 
versa [11][12]. 

 
1.2 Problem Statements 

Irrigation has always been one of the most 
crucial agricultural processes for growing crops. It 
can cause a significant problem for crops dependent 
on water, such as paddy. Water availability can 
affect growth and productivity (Wibowo, Rizaldi & 
Siregar, 2019). Over and under-irrigating can affect 
overall production yield in terms of the quality and 
quantity of the product. So, the goal is only to irrigate 
when needed. The problem was that there was no 
scientific way to estimate the water loss apart from 
depending on the experience handling irrigation that 
could assist the irrigation process without manually 
irrigating the field daily to maintain the paddy water 
level. 

However, researchers developed a way to 
estimate water loss by creating the ETo model. 
Researchers explicitly designed to measure water 
loss using the ETo model for agricultural purposes. 
But, another problem is which of the ETo model can 
be applied. Hargreaves model might be the best case 
for location A, but it might not fit in location B. More 
than 30 ETo models can be chosen according to the 
suitability and data available for that particular area 
(Muhammad et al., 2019). Deciding which ETo 
model to use is quite challenging since many factors 
need to be considered because we need to establish 
the parameter required to develop the prediction 
model. Even though this main research focuses on 
improving prediction accuracy, the need to develop 
the parameter selection needs to be justified first. 

The next deciding factor is finding the 
prediction model to achieve high accuracy. 
Recurrent Neural Network (RNN) is an excellent 
example of the best-performing algorithm. However, 
it had issued on vanishing gradient, affecting the 
prediction accuracy. So, another variant of RNN was 
developed to counter that issue: Long Short-Term 
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Memory (LSTM). LSTM tackles the vanishing 
gradient issue but needs high computing power. A 
simpler version of LSTM, the Gated Recurrent Unit 
(GRU), tackles the processing time and computing 
power of LSTM. However, suppose prediction 
accuracy is the goal, and processing time and 
computing power are not considered. In that case, 
the focus should be on improving the LSTM 
prediction accuracy to be as highest as possible. In 
theory, adjusting the hyperparameter using the 
optimization method or manual tuning should 
improve the prediction accuracy (Xinrui et al., 2021; 
Alqushaibi et al., 2021). GRU Hybridization of the 
prediction model also improves prediction accuracy 
(Yu et al., 2021; Offiong et al., 2021; Liu et al., 2021; 
Yin et al., 2020). There were also combining 
optimization tuning and GRU Hybridization 
(Ahmed et al., 2021.) However, it is another 
challenge since it can affect either outperforming the 
existing prediction model or underperforming. 

 
1.3 Research Questions 

Several questions will be answered in this 
research to tackle the problems: 

1. What are the factors that can improve the 
Vanilla LSTM prediction accuracy? 

2. How to develop an improved Vanilla 
LSTM model that can achieve better 
prediction accuracy? 

3. How to validate and verify the prediction 
accuracy of the proposed model? 

 

2. LITERATURE REVIEW 
 
2.1 Reference Evapotranspiration (ETo) 
 

Evapotranspiration is a term that refers to a 
process that combines water surface and soil 
evaporation and vegetation transpiration [4]. With 
evapotranspiration, estimating the 
evapotranspiration rate would be possible. By 
having a proper method to estimate the 
evapotranspiration rate, predicting would be easier 
because it is quite a challenge due to data selection, 
let alone adding predicting the rate itself. 

There are many ways to estimate water loss in 
the form of evapotranspiration which, according to 
Xiang et al. (2020), is divided into three which are 
Actual Evapotranspiration (ETa), Potential 
Evapotranspiration (ETp), and Reference 
Evapotranspiration (ETo) [13]. The three 
evapotranspiration are closely related; however, the 
concepts and models are different, differentiating 
them from each other. For an extended period, the 

uses of ETp and ETo were muddled, and it has been 
cleared out in proper usage [13]. Based on their 
findings, the appropriate use of ETp is in hydrology, 
meteorology, and climatology, and as for ETo, the 
proper usage is in agronomy, agriculture, irrigation, 
and ecology. For that reason, ETo has been chosen 
as the base of collecting parameters because the 
research field is agriculture for irrigation 
management. Xiang et al.'s (2020) statement was 
also supported by Muhammad et al.'s (2019) 
findings which stated that "The accepted method for 
estimating water loss is by applying Reference 
Evapotranspiration (ETo)." [3][13].  

ETo is a method scientifically developed by the 
Food and Agriculture Organization (FAO) of the 
United Nations to estimate the water loss rate in the 
form of an evapotranspiration rate. ETo is also 
designed for grass and alfalfa crops and is 
unfortunately unsuitable for other vegetation types. 
FAO developed a model that has been a standard 
benchmark: the FAO-56 Penman-Monteith 
(PMF56) model. 

As for estimating the evapotranspiration rate 
using the ETo model, FAO-56 Penman-Monteith 
(PMF56) model is the most accurate model in 
estimating the evapotranspiration rate [3][8]. PMF56 
is a standard benchmark model that FAO specifically 
developed to estimate the ETo rate for grass crops. 
In their findings, Muhammad et al. (2019) supported 
it, ranking number one with the best 
evapotranspiration rate [3]. However, due to its high 
data requirements, some researchers opt for 
alternative ETo, which results in several other 
researchers developing existing models or finding 
which alternative model suits their research's 
location and geography while considering data 
availability. 

There were several attempts to find an 
alternative model to be applied. For example, for Rio 
de Janeiro, Brazil, Fernandes et al. (2012) 
experimented to find which six alternative ETo 
models have the nearest evapotranspiration rate 
estimation to PMF56 and found that the Hargreaves, 
Priestley & Taylor (P&T), and Makkink model had 
the closest to the PMF56 [7]. The ETo model 
evaluation was done based on the coefficient of 
determination (R2), root-mean-square-error 
(RMSE), relative error (RelRMSE), and index of 
agreement (d). 

For the Huai River Basin, eastern China, Li et 
al. (2018) experimented to find which 13 alternative 
ETo models have the nearest evapotranspiration rate 
estimation to PMF56 and found the Valiantzas3 
model had the closest to the PMF56 considering if 
the parameter needed is not an issue [14]. However, 



Journal of Theoretical and Applied Information Technology 
30th November 2022. Vol.100. No 22 

© 2022 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6705 

 

Valiantzas1 and Valiantzas2 were recommended 
from April-October in Huai River Basin and other 
similar regions. The ETo model evaluation was done 
based on comparative analysis based on the PMF56 
result to the other 13 ETo models and statistical 
metrics based on relative root-mean-square error 
(RRMSE), mean absolute error (MAE), and the 
Nash–Sutcliffe coefficient (NS). 

For the Bangladeshi region, Islam & Alam 
(2021) experimented to find which 15 alternative 
ETo models have the nearest evapotranspiration rate 
estimation to PMF56 and found that the Abtew 
model had the closest to the PMF56 [8]. The ETo 
model evaluation was based on RRMSE, MAE, and 
NS. 

For Peninsular Malaysia, Muhammad et al. 
(2019) experimented to find which 31 alternative 
ETo models have the nearest evapotranspiration rate 
estimation to PMF56 and found that the P&T model 
had the closest to PMF56. Instead of ranking out the 
ETo model based on MAE, MSE, and RMSE, their 
research ranked out from the best to the worst by heat 
scatter plots, four types of statistical metrics, and 
compromise programming of frequency of 
occurrence. Another strong reason was that the 
research was conducted in Peninsular Malaysia, 
where Ipoh, Perak is located in this thesis study. So, 
in theory, it is more accurate in ranking the ETo 
models. 

Their findings showed that the best ETo types 
are the combination-based PMF56 model, followed 
by the radiation-based Priestley and Taylor (P&T) 
model, mass transfer-based Dalton model, and 
temperature-based Ivanov model, respectively. 
Muhammad et al. (2019) discovered that the 
temperature-based P&T model was the best apart 
from the PMF56 model acting as the benchmark [3]. 
They also found that the P&T model is the most 
suitable replacement for PMF56. The advantage of 
the PMF56 model over the P&T model is that it has 
the best estimation rate and period. The primary 
disadvantage of the PMF56 model is its data 
requirements, which need more parameters and data 
than the P&T model. The PMF56 model needs five 
parameters (temperature, solar radiation, relative 
humidity, wind speed, and saturated vapour 
pressure). The P&T model needs only three 
parameters (mean air temperature, solar radiation, 
and relative humidity). These are the advantages of 
the P&T model over the PMF56 model on the data 
requirements, and the P&T model is the next best 
model apart from other 29 ETo models such as the 
Hargreaves model, Turc model, etc.  
 

2.2 Artificial Intelligence (AI) 
 

Researchers favoured RNN and its variants, 
such as LSTM and GRU, because it is suitable for 
dealing with time series problems in retaining the 
iteration state by producing an output as a new input 
for the next iteration [15]. RNN has low 
computational complexities, which provide accurate 
predictions with a short time series [15]. However, 
RNN had one disadvantage: the vanishing gradient 
problem in the long run, which the LSTM overcame. 
LSTM can overcome the long-term dependencies 
which RNN suffers from handling [16]. As a result, 
the LSTM is preferred for this study, even though 
LSTM also has its flaws, such as it consumes high 
computational resources when used. LSTM is more 
complex than RNN because LSTM has multiple 
memory cells with typical LSTM that have nearly 
four times more parameters than RNN [16][17].  

When comparing RNN and its variants, LSTM 
and GRU, it was found that GRU performed the best, 
followed by LSTM in second and RNN in last. It was 
found by Alqushaibi et al. (2020) when comparing 
the RNN, LSTM, and GRU using MSE, RMSE, and 
MAE, GRU scored the best with 0.0116, 0.1077, 
0.0821, while LSTM scored 0.0121, 0.1102, 0.0121, 
and RNN scored 0.013, 0.114, 0.0884, respectively 
even though the result were quite near to each other 
with 0.001 different which might not be significant 
[16]. 

Other researchers also found that when 
comparing GRU with LSTM prediction, it was 
found that GRU performed better than LSTM. For 
instance, GRU outperformed LSTM with 
hybridizing AdaBoost to predict daily crude oil 
prices based on MAE with 1.4164 compared to 
1.6374, RMSE with 2.4602 compared to 3.0161, SI 
with 0.0322 compared to 0.0395, MAPE with 0.0354 
compared to 0.0540, and WMAPE with 0.0247 
compared to 0.0285 [18]. GRU projects a 23.45% 
higher accuracy ratio, 27.69% recall ratio, 26.95% 
F1 ratio, and 29.29% faster processing time than 
LSTM [19]. GRU better predicted the Bitcoin price 
with 3.97% in MAPE and 381.34 in RMSE [20]. 

However, there is not much research showing 
that the LSTM outperforms the GRU but otherwise. 
For instance, LSTM is better than GRU in truck 
traffic flow, with a 4.10% higher [21]. LSTM 
performed the best in speech recognition compared 
to RNN and GRU, but GRU managed to come quite 
close to LSTM in less time [22]. 

LSTM and GRU have their advantages and 
disadvantages in a certain case study. However, in 
most cases, GRU had the upper hand over the 
LSTM. Furthermore, GRU was explicitly developed 
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as an improved and simpler version of LSTM, so 
there is a need to improve LSTM further. In 
conclusion, when compared between RNN, LSTM, 
and GRU, it was found that GRU performed better 
than LSTM, and LSTM performed better than RNN 
[16]. 
 
2.3 Long Short-Term Memory (LSTM) 

Hyperparameter Settings and Hybridization 
 
2.3.1 LSTM Hyperparameter Settings 

Method 
 

Hyperparameter optimization aims to adopt a 
method that efficiently ensures the optimization at 
the highest optimal value [23]. Optimization of a 
prediction model can be divided into two ways, i) 
manual optimization by trial and error, and ii) 
applying existing optimization methods such as 
Bayesian and Random Forest. To decide which 
tuning to be tuned, firstly, we need to know how 
many tuning is available for the LSTM. 

We decided to focus on three simple 
hyperparameter settings, which are i) number of 
hidden layers, ii) training to testing ratio, and iii) 
epoch size. The reason was that it involves only 
tuning the number without involving complex 
mathematical calculations. For example, we are 
substituting the number of hidden layers between 
single hidden layers to double hidden layers by 
adding another hidden layer. The same method can 
be applied to testing ratio and epoch size training. 
 
2.3.1.1 Number of Hidden Layers 
 

The hidden layer is one of the hyperparameters 
available in the LSTM. By default, LSTM has a 
single hidden layer, but it can be added as much as 
needed, but how much is needed?  

Adeyemi et al. (2018) claimed that adding more 
than one hidden layer is not advisable since it 
reduces prediction accuracy [24]. However, there are 
instances where double hidden layers improve the 
prediction accuracy [25]. Hence, the experiment 
must be run to compare the results and justify the 
findings. So, we will conduct the experiments with a 
single layer [18], double layers, and quad layers to 
check whether the claims by Adeyemi et al. (2018) 
can be applied to this research [24]. 
 
2.3.1.2 Number of Training to Testing 
 

The training-to-testing ratio is one of the 
hyperparameters available in the LSTM. It is used to 
train the model and test the training outcome. 

The training and testing ratio can significantly 
impact prediction accuracy. It can improve the 
accuracy or turn out worse than the existing 
benchmark. If the training ratio is lower than the 
testing ratio, the accuracy will be high because it 
suffers from underfitting. If the training ratio is too 
high, the accuracy will be low because it suffers from 
overfitting. So, the experiment is done to find which 
training-to-testing ratios balance is the best fit. As 
for the experiment, there are multiple training-to-
testing ratios, so we selected three types of ratios 
which are 70:30 [24], 75:25 [18], and 80:20 [26][27]. 
 
2.3.1.3 Number of Epochs 
 

Epoch is one of the hyperparameters available 
in the LSTM. Epoch is the number of times the 
algorithm will work through the entire training 
dataset before displaying the result [28]. It can be 
either 10 or 100 epochs before finding the perfect fit.  

Wang et al. (2022) tested the prediction model 
with 50 epochs. They discovered that the epoch only 
ran the best up to 25 epochs. So, finding just the right 
number of epochs is crucial because it can also affect 
prediction accuracy. As for the experiment, there is 
a multiple epochs range, so we selected three epochs 
which are 25 epochs [21], 50 epochs [21], and 100 
epochs [18]. 
 
2.3.2 LSTM Hybridizing Method 
 

In a study conducted by Yin et al. (2020), 
Hybridization between Bidirectional-LSTM (Bi-
LSTM) with Artificial Neural Network (ANN) 
results showed the best forecast performance for 
short-term daily ETo with three meteorological data 
(maximum temperature, minimum temperature, and 
sunshine duration). The method of Hybridization 
done was Bi-LSTM will produce the forecast, and 
ANN will process it into new output. The ANN 
consists of the input, hidden, and output layers. The 
number of neurons was determined by 12 input and 
12 output neurons divided by 12 months and 36 
hidden neurons based on trial-and-error with an 
ANN network structure of 12-36-12. The results 
were validated using RMSE, MAE, R, and NSE in 
1-day, 4-day and 7-day lead times. For 1-day lead 
time, RMSE = 0.159, MAE = 0.039, R = 0.992, and 
NSE = 0.988. As for 4-day lead time, RMSE = 0.247, 
MAE = 0.075, R = 0.972, and NSE = 0.985. As for 
7-day lead time, RMSE = 0.323, MAE = 0.089, R = 
0.943, and NSE = 0.982. There was a slight decrease 
in performance as the number of day leads increased. 

In a study conducted by Ferreira and da Cunha 
(2020), Hybridization between Convolution Neural 
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Network-LSTM (CNN-LSTM) results showed that 
it performed slightly better than machine learning 
models, Artificial Neural Network (ANN) and 
Random Forest (RF) [30]. CNN-LSTM2 performed 
better for the local scenario among the hybridization 
models, and CNN-LSTM3 performed better in the 
regional scenario. It was recommended to apply the 
local model, CNN-LSTM2. The models were 
developed based on three input data: 1) lagged ETo; 
2) lagged ETo + day of the year each step of the time 
lag considered; and 3) lagged ETo + day of the year 
of each step of the time lag considered + lagged 
meteorological variables used to compute ETo based 
on PMF56 model (maximum and minimum 
temperature, maximum and minimum relative 
humidity, wind speed, solar radiation, and 
extraterrestrial radiation). The results were validated 
using RMSE, where CNN-LSTM2 scored 0.87 
while CNN-LSTM3 scored 0.88. 

In a study conducted by Sharma et al. (2021), 
Hybridization between Convolution-LSTM (Conv-
LSTM) and Convolution Neural Network-LSTM 
(CNN-LSTM) showed that both models outperform 
Hargreaves, Makkink, and Ritchie ETo models, and 
Conv-LSTM performs the best among ETo models 
[31]. The hybrid models applied daily maximum 
temperature (Tmax), minimum temperature (Tmin), 
wind speed measured at the height of 2 m (U2), solar 
radiation (Rs), relative humidity (Rh), vapour 
pressure (Vp), and sunshine hours (Ssh) data. 
 
2.4 Summary 
 

In conclusion, deep learning models possess 
superiority over machine learning models and the 
ETo models [24, 31]. To develop the prediction 
model, we need to decide what parameters to be 
selected. Determining the best parameters to be 
chosen is a challenge since a wide range of 
parameters can be selected. Applying the ETo model 
as the basis of parameter selection eliminates the 
unwanted or unnecessary parameters which can 
affect the prediction accuracy. Hence, using the 
alternative ETo model, the P&T model is being done 
by considering the data availability and the findings 
of Muhammad et al. (2019). The LSTM model can 
be developed based on the P&T model parameters. 
As for improving the LSTM model, Hyperparameter 
Settings with GRU Hybridization had possibilities 
that could improve the prediction accuracy. 

 

3. METHODOLOGY 
 
 

3.1.1 Parameter Selection based on Reference 
Evapotranspiration (ETo) 

 
In a study conducted by Ferreira and da Cunha 

(2020), Hybridization between Convolution Neural 
Network-LSTM (CNN-LSTM) results showed that 
it performed slightly better than machine learning 
models, Artificial Neural Network (ANN) and 
Random Forest (RF) [30]. CNN-LSTM2 performed 
better for the local scenario among the hybridization 
models, and CNN-LSTM3 performed better in the 
regional scenario. It was recommended to apply the 
local model, CNN-LSTM2. The models were 
developed based on three input data: 1) lagged ETo; 
2) lagged ETo + day of the year each step of the time 
lag considered; and 3) lagged ETo + day of the year 
of each step of the time lag considered + lagged 
meteorological variables used to compute ETo based 
on PMF56 model (maximum and minimum 
temperature, maximum and minimum relative 
humidity, wind speed, solar radiation, and 
extraterrestrial radiation). The results were validated 
using RMSE, where CNN-LSTM2 scored 0.87 
while CNN-LSTM3 scored 0.88. 

PMF56 model parameters, according to 
Muhammad et al. (2019), are [3]: 

𝐸𝑇o = 

0.408(𝑅𝑠 − 𝐺) + 𝛾
900

𝑇𝑚𝑒𝑎𝑛 + 273
𝑢ଶₘ(𝑒ₛ − 𝑒ₐ)

∆ + 𝛾(1 + 0.34𝑢ଶₘ)
 

            (1) 

 

Table 1: PMF50 Model 

Symbol Description 

𝐸𝑇o FAO-56 Penman-Monteith 
evapotranspiration in (mm/day) 

𝑅𝑠 Solar radiation (MJ/m²/day) 

𝐺 Soil heat flux density (MJ/m²/day) 

𝑇𝑚𝑒𝑎𝑛 Air temperature at 2 m height (°C) 

𝑢₂ₘ Wind speed at 2 m height (m/s) 

𝑒ₛ Saturation vapour pressure (kPa) 

𝑒ₐ Actual vapour pressure (kPa) 

𝑒ₛ − 𝑒ₐ Saturation vapour pressure deficit 
(kPa) 
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∆ Slope of the saturation vapour 
pressure-temperature curve (kPa/°C) 

𝛾 The psychrometric constant (kPa/°C) 

 

P&T model parameters, according to Muhammad et 
al. (2019), are [3]: 

𝐸𝑇o = 𝛼 ቀ
∆

∆ାఊ
ቁ

ோ௡

஛
   (2) 

 

Table 2: P&T Model 

Symbol Description 

𝐸𝑇o Priestley and Taylor 
evapotranspiration in units of 
(mm/day) 

𝛼 Empirical Constant (1.26) - 
Muhammad et al. (2019)  

∆ Slope Vapour Pressure (Δ) for different 
Temperature (T) in (kPa/°C) 

𝛾 Psychometric Constant (γ) for different 
Altitude (z) in (kPa/°C) 

𝑅𝑠 Solar radiation (MJ/m²/day) 

λ Latent heat of vapourization (λ) at 
different Temperature (T) in (MJ/kg) 

 
 
In theory, the higher the number of parameters, 

the better the evapotranspiration rate estimation, as 
shown by the PMF56 model (Muhammad et al., 
2019) [3]. It was the best ETo model since it 
combines all the needed parameters, significantly 
impacting the evapotranspiration rate. PMF56 model 
is the most accurate in estimating the 
evapotranspiration rate to date. One of the reasons 
was that it has the highest data requirement 
compared to the other ETo models covering a more 
significant dimension and depth, resulting in a better 
ETo rate. 

However, not every parameter is readily 
available for use, and this situation is the same as the 
Ipoh location. Since this research will predict the 
next irrigation, ready and easily accessible data will 
be applied. We decided to opt for an alternative 
model, the P&T model. 

We decided on the P&T model without 
compromising any substantial difference because of 
its data requirement based on Muhammad et al.'s 
(2019) recommendation [3]. The P&T model was 
explicitly developed for humid climates, in which 
Peninsular Malaysia is suitable for the model. 
According to their findings, the P&T model 

requirement is not as high as the PMF56 model and 
is ranked the second-best equation.  

With only three parameters, the P&T model can 
achieve the next-best result to the PMF56 model. 
The P&T model also reduces the computation time 
since less data means less time needed to compute. 
In conclusion, we decided to implement the P&T 
model due to its data requirements. 

In order to develop the prediction model, daily 
meteorological data were gathered from Jabatan 
Meteorologi Malaysia from 1st January 2015 until 
31st December 2019. The parameters were based on 
the P&T model for parameter selection.  
 
3.1.2 Proposed Model Development 
 

The proposed model would combine the 
Hyperparameter Settings with Hybridization. 
Hyperparameter Settings will consist of three 
hyperparameter settings which are i) the hidden 
layer/s, ii) training to testing ratio, and iii) epoch 
size. As for Hybridization, the hybrid algorithm of 
choice would be the Gated Recurrent Unit (GRU).  

For hidden layer/s, we choose three numbers of 
hidden layer/s, which are i) single, ii) double, and iii) 
quadruple. As for the training and testing ratio, we 
choose three sets of ratios which are i) 70:30, ii) 
75:25, and iii) 80:20. As for the epoch size, we 
choose i) 25, ii) 50, and iii) 100. 

For GRU, we will incorporate it into the double 
and quadruple hidden layers by positioning the GRU 
hidden layer between the first and the last hidden 
layer for double hidden layers and added into the 
second and the third hidden layer for quadruple 
hidden layers. 

Both methods will be combined and made up 
into 153 cases cross. Below are all the cross available 
between Vanilla Settings, Hyperparameter Settings, 
and Hyperparameter Settings with Hybridization. 
 

Table 3: Combination Settings 

Case 
No 

Hidden 
Layer/s 

GRA 
Layer 

Training to 
Testing 

Epo
chs 

1 

Single 
  
  
  
  
  

  
70:30 

  

25  

2   50  

3  100 

4   
75:25 

  

25  

5   50  

6  100 

7   80:20 
  

25  

8   50  



Journal of Theoretical and Applied Information Technology 
30th November 2022. Vol.100. No 22 

© 2022 Little Lion Scientific  
 

ISSN: 1992-8645                                                                    www.jatit.org                                                    E-ISSN: 1817-3195 

 
6709 

 

9  100 

10 

Double 
  
  
  
  
  

  
70:30 

  

25  

11   50  

12  100 

13   
75:25 

  

25  

14   50  

15  100 

16   
80:20 

  

25  

17   50  

18  100 

19 

Quadrup
le 
  
  
  
  
  

  
70:30 

  

25  

20   50  

21  100 

22   
75:25 

  

25  

23   50  

24  100 

25   
80:20 

  

25  

26   50  

27  100 

28 

Double 
  
  
  
  
  

1st 
  
  
  
  
  

70:30 
  

25  

29 50  

30 100 

31 
75:25 

  

25  

32 50  

33 100 

34 
80:20 

  

25  

35 50  

36 100 

37 

Double 
  
  
  
  
  

2nd 
  
  
  
  
  

70:30 
  

25  

38 50  

39 100 

40 
75:25 

  

25  

41 50  

42 100 

43 
80:20 

  

25  

44 50  

45 100 

46 Quadrup
le 
  
  
  

1st 
  
  
  
  

70:30 
  

25  

47 50  

48 100 

49 75:25 25  

50   
  

    50  

51 100 

52 
80:20 

  

25  

53 50  

54 100 

55 

Quadrup
le 
  
  
  
  
  

2nd 
  
  
  
  
  

70:30 
  

25  

56 50  

57 100 

58 
75:25 

  

25  

59 50  

60 100 

61 
80:20 

  

25  

62 50  

63 100 
64 

Quadrup
le 
  
  
  
  
  

3rd 
  
  
  
  
  

70:30 
  

25  

65 50  

66 100 

67 
75:25 

  

25  

68 50  

69 100 

70 
80:20 

  

25  

71 50  

72 100 

73 

Quadrup
le 
  
  
  
  
  

4th 
  
  
  
  
  

70:30 
  

25  

74 50  

75 100 

76 
75:25 

  

25  

77 50  

78 100 

79 
80:20 

  

25  

80 50  

81 100 

82 

Quadrup
le 
  
  
  
  
  

1st, 
2nd 
  
  
  
  
  

70:30 
  

25 

83 50  

84 100 

85 
75:25 

  

25  

86 50  

87 100 

88 
80:20 

  

25  

89 50  

90 100 
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91 

Quadrup
le 
  
  
  
  
  
  

1st, 3rd 
  
  
  
  
  
  

70:30 
  

25  

92 50  

93 100 

94 75:25 
  
  

25  

95 50  

96 100  

97 
80:20 

  

25  

98 50  

99 100 

100 

Quadrup
le 
  
  
  
  
  

1st, 4th 
  
  
  
  
  

70:30 
  

25  

101 50  

102 100 

103 
75:25 

  

25  

104 50  

105 100 

106 
80:20 

  

25  

107 50  

108 100 

109 

Quadrup
le 
  
  
  
  
  

2nd, 
3rd 
  
  
  
  
  

70:30 
  

25 

110 50  

111 100 

112 
75:25 

  

25  

113 50  

114 100 

115 
80:20 

  

25  

116 50  

117 100 

118 

Quadrup
le 
  
  
  
  
  

2nd, 
4th 
  
  
  
  
  

70:30 
  

25 
119 50  

120 100 

121 
75:25 

  

25  

122 50  

123 100 

124 
80:20 

  

25  

125 50  

126 100 

127 Quadrup
le 
  
  
  
  

3rd, 
4th 
  
  
  
  

70:30 
  

25 

128 50  

129 100 

130 75:25 
  

25  

131 50  

132     100 

133 
80:20 

  

25  

134 50  

135 100 

136 

Quadrup
le 
  
  
  
  
  

1st, 
2nd, 
3rd 
  
  
  
  
  

70:30 
  

25 
137 50  

138 100 

139 
75:25 

  

25  

140 50  

141 100 

142 
80:20 

  

25  

143 50  

144 100 

145 

Quadrup
le 
  
  
  
  
  

2nd, 
3rd, 
4th 
  
  
  
  
  

70:30 
  

25  

146 50  

147 100 

148 
75:25 

  

25  

149 50  

150 100 

151 
80:20 

  

25  

152 50  

153 100 
 
3.1.3 Evaluation Metrics 
 
1.1.1 Mean Absolute Error (MAE) 

 
Mean Absolute Error (𝑀𝐴𝐸) is the average of 

the absolute difference between the actual and 
predicted values in the dataset. It measures the 
average of the residuals in the dataset—the lower the 
value, the better the results. 

Equation 1: Mean Absolute Error (MAE) 

𝑀𝐴𝐸 =  
ଵ

ே
∑ |𝑦ᵢ −  ŷ|ே

௜ ୀ ଵ         (3) 

 
1.1.2 Mean Square Error (MSE) 

Mean Square Error (𝑀𝑆𝐸) is the average 
squared difference between the original and 
predicted values in the data set. It measures the 
variance of the residuals—the lower the value, the 
better the results. 
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Equation 2: Mean Square Error (MSE) 

𝑀𝑆𝐸 =  
ଵ

௡
∑ (𝑦ᵢ −  ŷ)²ே

௜ ୀ ଵ         (4) 

 
1.1.3 Root Mean Square Error (RMSE) 

Root Mean Square Error (𝑅𝑀𝑆𝐸) is the square 
root of Mean Squared error. It measures the standard 
deviation of residuals—the lower the value, the 
better the results. 

Equation 3: Root Mean Square Error (RMSE) 

𝑅𝑀𝑆𝐸 = ට
ଵ

௡
∑ (𝑦ᵢ −  ŷ)²ே

௜ ୀ ଵ         (5) 

 
1.1.4 Coefficient of Determination (R²) 

Coefficient of Determination (𝑅²) is the 
proportion of the variance in the dependent variable 
explained by the linear regression model—the 
higher the value to 1, the better the results. 

Equation 4: Coefficient of Determination (R²) 

𝑅² =  
𝑆𝑢𝑚 𝑜𝑓 𝑆𝑞𝑢𝑎𝑟𝑒𝑑 𝑅𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 (𝑆𝑆𝑅)

𝑇𝑜𝑡𝑎𝑙 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 (𝑆𝑆𝑇)
 

           (6) 
 
4. RESULTS 

We pick the first rank in LSTM Hyperparameter 
Settings and the top three ranks in LSTM 
Hyperparameter Settings with Hybridization to be 
compared with the benchmark LSTM, the Vanilla 
Settings. 

Below are the comparison results: 

Table 4: Vanilla Settings vs Hyperparameter 
Settings 

Case No. MAE MSE RMSE R² 

1 
0.275

23 
0.115

59 
0.339

98 
0.882

78 

9 
0.071

2 
0.008

61 
0.092

78 
0.990

47 
Improvem

ent (%) 
74.13

07 
92.55

13 
72.71

02 
12.19

9 

Table 4 shows the comparison between Vanilla 
Settings with Hyperparameter Settings. It showed 
that with Hyperparameter Settings, the result 
improved significantly with more than 72% in MAE, 

MSE, and RMSE. As for R², the improvement was 
at 12%. 

 

Table 5: Vanilla Settings vs Hyperparameter 
Settings with Hybridization 

Case No. MAE MSE RMSE R² 

1 
0.275

23 
0.115

59 
0.339

98 
0.882

78 

90 
0.066

06 
0.007

59 
0.087

1 
0.991

6 
Improvem

ent (%) 
75.99

83 
93.43

37 
74.38

08 
12.32

7 

Table 5 shows the comparison between Vanilla 
Settings with Hyperparameter Settings. It showed 
that with Hyperparameter Settings with 
Hybridization, the result improved significantly with 
more than 74% in MAE, MSE, and RMSE. As for 
R², the improvement was at 12%. 

 

Table 6: 1st Rank Hyperparameter Settings vs 1st 
Rank Hyperparameter Settings with 
Hybridization 

Case No. MAE MSE RMSE R² 

9 
0.071

2 
0.008

61 
0.092

78 
0.990

47 

99 
0.062

6 
0.006

67 
0.081

7 
0.992

61 
Improvem

ent (%) 
12.07

87 
22.53

19 
11.94

22 
0.216

06 

Table 6 compares the 1st rank in 
Hyperparameter Settings with the 1st rank in 
Hyperparameter Settings with Hybridization. It 
showed that with Hyperparameter Settings with 
Hybridization, the result improved significantly with 
more than 11% in MAE, MSE, and RMSE. As for 
R², the improvement was at 0.2%. 

Table 7: 1st Rank Hyperparameter Settings vs 
2nd Rank Hyperparameter Settings with 
Hybridization 

Case No. MAE MSE RMSE R² 

9 
0.071

2 
0.008

61 
0.092

78 
0.990

47 

36 
0.064

46 
0.007

06 
0.084 

0.992
19 

Improvem
ent (%) 

9.466
29 

18.00
23 

9.463
25 

0.173
66 
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Table 7 compares the 1st rank in 
Hyperparameter Settings with the 2nd rank in 
Hyperparameter Settings with Hybridization. It 
showed that with Hyperparameter Settings with 
Hybridization, the result improved significantly with 
more than 9% in MAE, MSE, and RMSE. As for R², 
the improvement was at 0.1%. 

 

Table 8: 1st Rank Hyperparameter Settings vs 
3rd Rank Hyperparameter Settings with 
Hybridization 

Case No. MAE MSE RMSE R² 

9 
0.071

2 
0.008

61 
0.092

78 
0.990

47 

90 
0.066

06 
0.007

59 
0.087

1 
0.991

6 
Improvem

ent (%) 
7.219

1 
11.84

67 
6.122

01 
0.114

09 
 
Table 8 compares the 1st rank in 

Hyperparameter Settings with the 3rd rank in 
Hyperparameter Settings with Hybridization. It 
showed that with Hyperparameter Settings with 
Hybridization, the result improved significantly with 
more than 6% in MAE, MSE, and RMSE. As for R², 
the improvement was at 0.1%. 

All experiment cases combined between LSTM 
for i) Vanilla Settings, ii) Hyperparameter Settings, 
and iii) Hyperparameter Settings with Hybridization 
indicate that Hybridization did improve the 
prediction accuracy quite significantly. Even with 
just Hybridization, the accuracy is on par with the 
Hyperparameter Settings. 

The proposed LSTM model combines 
Hyperparameter Settings with Hybridization and 
displays the highest prediction accuracy result. The 
results in Hyperparameter Settings with 
Hybridization outperformed the best results in 
Hyperparameter Settings. Hence, we can conclude 
that Hybridization significantly improves prediction 
accuracy. 

 
5. CONCLUSIONS 

This research aims to predict water loss using 
the evapotranspiration rate and prediction model. 
There will be three components which are i) 
parameter selections, ii) prediction model selection, 
and iii) proposed improvement method. The research 
goal was to improve the prediction accuracy for the 
evapotranspiration rate; hence the three components 
were laid out. 

Firstly, parameter selections are crucial because 
many parameters can be chosen. The range can be 
from a general type available for free to a specific 
parameter type that can only be obtained from the 
local meteorological department. This research goal 
is to predict water loss, so finding what parameters 
related to water loss are justifiable. The standard 
method to estimate water loss is applying the 
Reference Evapotranspiration (ETo) to calculate the 
evapotranspiration rate. We used Priestley and 
Taylor (P&T) as the chosen model. 

Secondly, to decide what algorithm to be 
applied for this research. Long Short-Term Memory 
(LSTM) is the most suitable algorithm for this 
research based on the extensive literature review. 
LSTM is better than Recurrent Neural Network 
(RNN) because it is a better version made from 
RNN. LSTM offers long-term dependencies and is 
not vulnerable to the vanishing gradient problem 
from which RNN suffers. 

The results were measured based on the 
statistical metrics MAE, MSE, RMSE, and R². The 
results were also compared based on the 
Improvement (%). The result proved that 
Hybridization improves prediction accuracy. 
Comparisons were made between LSTM for i) 
Vanilla Settings, Hyperparameter Settings, and 
Hyperparameter Settings with Hybridization. The 
best result was Case 99, where the MAE, MSE, 
RMSE, and R², 0.0626, 0.00667, 0.0817, and 
0.99261, respectively. Case 99 combination was 
quadruple hidden layers with a combination between 
the LSTM at the second and fourth layers and the 
GRU at the first and third layers. The training-to-
testing ratio was 80:20 ratio, and the epoch size was 
100 epochs.   

As for the second-ranked and third-ranked 
cases, Case 36 and Case 90, the only different 
settings from Case 99 were the numbers of hidden 
layers. Case 36 has double hidden layers, combining 
the LSTM at the second hidden layer and the GRU 
at the first hidden layer. Case 90 has the same 
number of hidden layers as Case 99 but with 
different LSTM at the third and fourth hidden layers 
and GRU at the first and second hidden layers.  

The best Hyperparameter Settings only ranked 
12 in MAE, MSE, and RMSE while ranking 13 in R² 
for Case 9. The combination was a single hidden 
layer with an 80:20 ratio and 100 epochs. As for the 
Vanilla Settings, acting as the benchmark, Case 1 
ranked 150 for MSE and 152 for MAE, RMSE, and 
R². It consists of a single hidden layer with a 70:30 
ratio and 25 epochs.  

The similarity between Case 99, Case 30, Case 
90, and Case 9 was in training to testing ratio, 80:20 
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and 100 epochs. It gave the best results for 
Hyperparameter Settings and Hyperparameter 
Settings with Hybridization. As for Hyperparameter 
Settings with Hybridization cases, Case 99, Case 30, 
and Case 90, another similarity was that the LSTM 
will always be at the last hidden layer, and GRU will 
always be at the first hidden layer, producing the best 
results.  

The findings indicate that to improve the 
existing prediction model, besides researching the 
most suitable hyperparameter combinations, adding 
the Hybridization can significantly improve the 
prediction accuracy. We can see the result when 
comparing the hyperparameter settings with and 
without Hybridization.  

Even though Hyperparameter Settings did 
manage to improve the prediction accuracy, 
selecting only the best might be a challenge. As in 
the initial stage of this research, the challenge was to 
decide which hyperparameter settings to and to find 
which combination suits the best in which 
combination testing needs to be done. With a deeper 
literature review, applying the evapotranspiration 
rate managed to narrow down only the needed 
parameter based on the evapotranspiration rate 
model. The parameter based on the model can be 
applied in prediction model development. 
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