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ABSTRACT 
 

As a result of the ease with which any viewpoint may be posted on social networking sites, online hate speech 
has become more widespread in recent years. This trend is mostly attributable to the fast growth of mobile 
computers and the Internet. Studies that were done in the past demonstrate that being exposed to hate speech 
online has substantial implications in real life for historically disadvantaged populations. As a result, there 
has been a lot of interest in research on the automatic identification of hate speech. Nevertheless, there has 
not been a lot of research done on how social networking sites might help identify communities that are prone 
to hate crimes. It is possible for hate speech to have an effect on any demographic group; however, certain 
groups are more susceptible to the effects of hate speech than others. For example, it is difficult for racial or 
ethnic groups whose languages have limited computing resources to automatically gather and evaluate online 
generated texts. This is to say nothing of the difficulty of automatically detecting hate speech on social 
networking sites. In this article, we present a method for the identification of hate speech posted on social 
networking sites, applying artificial intelligence methods in text processing and natural language processing. 
In order to detect, hate speech on social media, firstly, we collect data by using different keywords. Secondly, 
we apply machine learning algorithms to classify texts into several categories. Thirdly, we evaluate the 
proposed approaches and assess the result of hate speech detection problem in training and test sets.  

Keywords: Artificial Intelligence, Social Networks, Hate Speech, Classification, Detection.  
 
1. INTRODUCTION  
 

Nationality, philosophy, religious beliefs, and 
economic standing are only few of the components 
that go into constructing an event or person. Even if 
this variety is something to be celebrated, it is 
important to note that the numerous personas that 
individuals carry might add up to result in several 
different types of discrimination. The above, in turn, 
may render a person more susceptible to hate groups, 
which are acts inspired by prejudice against the 
identity of a person [1]. Hatred is directed towards 
certain groups of people based on their membership 
in a particular category of human across the globe. 
The discourse of identification serves as the 
foundation for the argument that underpins the 

targeting of certain groups. The formation of certain 
narratives that are aimed to harmonize opposing 
personalities has been reported by racists as well as 
anti-racists [2]. Thus, the same idea could easily be 
implemented in multicultural nations where 
individuals are driven by communal hate merely 
targeting various ethnicities of people and rendering 
them more susceptible. This would be an example of 
a scenario in which the same theory might be 
applied. It has been claimed that incidences of 
purported hate crimes have occurred in a variety of 
nations, with the victim being a member of a 
disadvantaged population in each case. Simply being 
human makes a person susceptible to a variety of 
forms of damage, including physical injury, 
dependence on other people, and loss of authority. 
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The vulnerability might be attributed to one or more 
particular characteristics, situations, or kinds of 
groups [3]. 

Before classifying texts to extremist-related or 
neutral, we need to define danger criteria. One 
solution is to prepare a set of keywords. For the 

definition, a set of key phrases was prepared, applied 
to explore data in the Vkontakte social network [4]. 
Referring to the indicated keywords or phrases in the 
text, the software package infers that the text is 
applicable for further study. Figure 1 shows the 
entire data collection, analysis of posts, and 
classification of texts. 

 

Figure 1: Scheme Of Data Acquisition, Analysis And Classification Of Posts 

 

There has been a rise in the number of hostile acts 
that take use of the technology provided by online 
social networking sites alongside the meteoric rise in 
the number of social interactions that take place on 
social networking websites. Tweets or posts that 
include harsh language directed towards specific 
persons or groups of people are considered to be 
hateful messages on social networks [5]. The 
identification of such hostile speech is critical for 
conducting public sentiment research on one user 
group's attitude toward another user group and for 
preventing wrongdoing that is related with such 
speech. It is also helpful to filter tweets prior to 
providing topic recommendations or teaching 
artificial intelligence enabled chatterbots to learn 
from tweets. 

As a result of technological advancements such as 
the use of social media platforms for the purposes of 

communicating, expressing ideas, interacting with 
people, as well as discovering and disseminating 
information, vulnerability has become a rescuer. In 
spite of the fact that social networks provide an 
essential platform for communication that may take 
place in a quick and effective manner, same 
platforms are also used as a way of disseminating 
hate speech worldwide. This is as a result of the fact 
that widely used social networking sites, such as 
Facebook and Twitter, allow for the unrestricted 
dissemination of material that includes hate speech, 
sensitive information, and debatable subjects. 
According to research conducted by state-of-the-art 
researches and surveys of people who use the 
internet, online hate speech has major repercussions 
offline, both for organizations and for people. There 
is a significant correlation between the dissemination 
of hate speech and the actual commission of hate 
crimes against the community that is the focus [6].  
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The topic of the regulation of hate speech is one 
that is continuously being discussed [7-10]. It is not 
quite obvious at this time whether the best way to 
respond to it is via legal action or through some other 
approach (such as counter-speech and education 
[11]). The obvious damage that may be caused by 
hate speech [12-14] makes it essential to identify it, 
regardless of the methods that can be used to combat 
it. Automatic identification of offensive and hostile 
material is necessary because of the sheer amount of 
content that is produced online, especially in social 
media, as well as the psychological strain that comes 
with human moderation [15]. 

There has been a rise in the number of hostile acts 
that take use of the technology provided by online 
social networking sites alongside the meteoric rise in 
the number of social interactions that take place on 
social networking websites. Tweets or posts that 
include harsh language directed towards specific 
persons or groups of people are considered to be 
hateful messages on social networks. The 
identification of such hostile speech is critical for 
conducting public sentiment research on one user 
group's attitude toward another user group and for 
preventing wrongdoing that is related with such 
speech. It is also helpful to filter tweets prior to 
providing topic recommendations or teaching 
artificial intelligence enabled chatterbots to learn 
from tweets. 

2. RELATED WORKS 

2.1 Social Network Analysis for Hate Speech 
Detection 

 
Because of the Internet, access to 

information and the dissemination of that 
information may occur at a rate that has never been 
witnessed before. It is also a good medium for the 
spread of content that is damaging or hateful because 
of this capability, in addition to the possibility of 
keeping one's identity [16]. Because of this, a 
significant number of researchers have investigated 
the difficulty of automatically detecting this 
phenomenon [17, 18], and there have also been a 
significant number of competitions devoted to the 
solution of problems that are comparable to this one 
(for instance, aggression [19], or hateful/offensive 
content [20]). The use of core templates or key words 
[21] is one strategy that may be utilized in order to 
address the challenge. The concept of combining the 
procedures of extracting characteristics with the 
more classic approaches of artificial intelligence is 
becoming an increasingly frequent approach. Bag-
of-Words (BoW) is a method that was applied by 
Kwok and Wang [22], and they combined it with a 

Naive Bayes classifier in order to get their desired 
results. Grevy et al. [23] used BoW in conjunction 
with Support Vector Machines; however, we are 
going to employ it on its own without the SVMs 
(SVMs). Others, on the other hand, employed more 
complicated ways to offer features for conventional 
machine learning algorithms (such as SVM, Naive 
Bayes, and Logistic Regression) [24-27]. This was 
done because BoW had a high percentage of false 
positives [28], which led to this finding. 
Consequently, this was found out. Experiments were 
carried out by Salminen et al. [29] using a variety of 
other classifications in addition to the hate and non-
hate categories (such as accusation, humiliation, and 
so on). They suggested use a support vector machine 
(SVM) with a linear kernel. 

In today's world, customers are able to 
interact through social media platforms for a cost 
that is almost indistinguishable from zero marginal 
dollars. Any user who has access to a connection to 
the internet that is fairly priced has the capability of 
broadcasting any kind of message on these 
platforms, and it has the potential to reach a big 
number of people in a relatively short period of time. 
Everyone now has the ability to publish anything 
they want, and anybody who is interested in the 
information may get it. This quality has developed 
into one that is more democratic. Democracy is to 
blame for the huge societal shifts that have taken 
place as a result of recent events. The transformative 
potential of social networking sites carries with it a 
variety of challenges, some of which may be harmful 
to certain groups of people [30]. This predicament 
manifests itself in a number of various ways, one of 
which is the prompt acknowledgment by the 
authorities of many countries that the propagation of 
hate speech online is a big worry. This is one of the 
many diverse expressions that this dilemma takes. 
The No Hate Speech Movement is an initiative that 
has the endorsement of the Council of Europe, which 
is why it is called that. The fundamental purpose of 
the initiative, which has been given the official title 
Countering Online Hate Speech, is to provide 
assistance to countries in dealing with the problem. 
It should not come as a surprise to learn that the goal 
of making it illegal to express hatred in any form is 
the impetus behind the vast majority, if not all, of the 
present efforts being made in this field. On the other 
hand, the bulk of current activities are centered on 
doing research on the comments that are made on 
online forums or websites that are affiliated with 
radical groups. In addition, there have been a number 
of studies that have been written and published on 
the subject of determining what constitutes hate 
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speech [31]. Since relevant corpora are readily 
accessible, the great majority of research on hate 
speech has been carried out using data from the 
English language. This is due to the fact that relevant 
corpora are freely available. However, in more 
recent years, there have been a few studies that 
looked at the identification of hate language in 
Kazakh, Dutch, and Indonesian respectively.  

 
2.2 Keyword Analysis for Hate Speech Detection 

The great majority of the resources provide 
user-generated public material, the vast majority of 
which is comprised of posts made on microblogs. 
These items are often retrieved using a method that 
is centered on keywords, and the vast majority of the 
time, they make use of terms that have a connotation 
that is unfavorable. During the process of building 
corpora, we made use of keyword-based data 
collection tactics in order to address the problem of 
biases; some authors have progressed beyond the 
plain procedures based on the vocabulary and have 
welcomed the use of other collection techniques or 
combined collection strategies. In some cases, the 
keyword-based strategy is combined with fetching 
the entire timeframe from users or pages that are 
regarded hateful, i.e., when it is likely to find hateful 
items, or from discussion forums about controversial 
topics that can easily trigger a certain language [32-
33]. In other words, the likelihood of finding hateful 
content is increased. This is done while keeping in 
mind the constraints that come with gathering 
material from a diverse group of individuals. The 
authors of employed a combined strategy to gather 
abusive and misogynistic tweets. This method 
included monitoring possible victims of hate 
accounts, downloading the history of identified 
haters, and filtering Twitter streams with keywords. 
The tweets that were discovered in were collected 
with the help of this approach In a few other 
instances, a kind of a preconceived classification is 
delegated to the reading material on the recovery 
source, with the assumption being created that all of 
the goods managed to gather from a certain source 
may be deemed to be hateful. This kind of 
categorization is assigned to the texts based on the 
assumption that all of the items gathered from a 
certain source may be deemed to be offensive. [34] 
use a data sets that was retrieved from an internet site 
that gathers sudden reports by Internet users of any 
material that contains HS or child sexual abuse. The 
corpus is then validated by experts who decide that 
more than 40% of the subject matter is not actually 
disturbing, and that only 3% of the content could be 

considered illegal. This is an extremely novel 
approach that has not been taken before. 

The great majority of the corpora that were 
investigated in this work were collected by providing 
lists of keywords to the application programming 
interfaces (APIs) of social media sites. It is not 
always the case that these keywords are terms that 
are seen as being obviously harsh or insulting. In 
point of fact, they are chosen in such a manner as to 
be free of any possible harmful repercussions, and 
this is taken into consideration throughout the 
selection process [35]. This is done so that samples 
of both good and bad usage of hate speech as well as 
other types of abusive language may be collected . 
However, the technique for collecting data that is 
based on keywords does still introduce a bias into the 
data in terms of the topics that they cover, and as a 
consequence, it has an influence on the 
representativity of the corpora. Keywords are the 
most common way that researchers gather data. 

The research carried out by Wiegand et al. 
(2019) investigates the likelihood of topic bias in a 
variety of abusive language corpora that were 
collected via the use of keyword searching. They 
acquire lists of phrases that have a substantial 
association with abusive microposts by computing 
their Point - wise Mutual Knowledge, and they 
utilize these lists to generate word filters. The 
experiment reveals that some datasets include a 
certain degree of topic bias, which has adverse 
effects for the use of these datasets in deep learning: 
an unsupervised system may learn that phrases 
associated to themes like as football are predictive of 
hate speech [36].   

In the same way that hostile organizations 
have distinct speech patterns, communities that are 
comprised of individuals who are the targets of 
hateful speech also have language standards that are 
unique to their membership. These standards are 
based on the fact that these individuals are the targets 
of hateful speech. The term "support group" will be 
used to refer to them in a more comprehensive 
meaning. It is crucial to notice that support 
organizations and groups that spread hate speech 
against them frequently join in dialogue on similar 
problems, but with completely distinct purposes 
[37]. The conversation may be on the same topic, but 
the motivations for their participation are entirely 
different. Groups that promote fat shaming and 
communities that support people who are 
overweight or obese discuss the challenges that 
come with having a high body mass index (BMI), 
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and communities of women and communities of 
misogynists discuss the importance of gender 
equality. Because these subjects often cross over into 
one another, there is a considerable likelihood that 
they may utilize language that is comparable to one 
another, which may create confusion among those 
who are attempting to categorize them [38]. 

In addition, many strategies that are based 
on keywords employ provocative phrases that are 
already well-established and well-known to the 
general public in order to target certain groups. This 
is done in order to appeal to those specific 
populations. Even if the use of such keywords will 
undoubtedly capture some hateful speech, it is very 
common for people to communicate their hatred in 
ways that are not as overt, without resorting to 
typical slurs and other types of derogatory 
terminology. This is because it is more comfortable 
for them to do so [39]. 

Even while none of these terms is 
inherently antagonistic, when they are employed in 
this context, they aggressively degrade the group to 
whom they are ascribed. Hateful speakers, for 
example, often use the term "parasites" to refer to 
migrants and refugees, and they label African-
Americans as "animals." 

It is reasonable for us to assume that 
classifiers that were trained on phrases that were 
overtly antagonistic may miss posts that employed 
strategies that were more subtle or depending on the 
context. In addition, keywords may be masked in a 
number of different ways, such as via the use of 
homophones, misspellings, character substitutions 
(such as substituting letters with symbols), and so 
on. It is common practice to participate in these kinds 
of actions in order to avoid being discovered by 
keyword-based filters that are used by various 
websites. Taking action against hate speech in online 
communities "web of hatred" [40]. 

 
2.3 Features for Hate Speech Detection 

The authors constructed bigram, unigram, 
and trigram features for each tweet after first 
changing each tweet to lowercase and then running 
it through the Porterstemmer. They gave higher 
weight to the features that had the greatest TF-IDF 
values. In order to gather information on the 
syntactic structure, we make use of NLTK to create 
Penn Part-of-Speech (POS) tagunigrams, bigrams, 
and trigrams. For the purpose of determining the 
overall quality of each tweet, we apply a reworked 
version of the Flesch-Kincaid Grade Level and the 

Flesch Reading Ease ratings. One phrase is all that is 
allowed to be included in each tweet at any one time. 
In addition to this, we assign scores to each tweet 
based on its sentiment by using a set of emotions that 
has been developed for use exclusively on social 
media. In addition to features that assess the total 
number of characters, words, and syllables in each 
tweet, we also have binary and count indications for 
hashtags, mentions, retweets, and URLs. The 
authors of the study, [41-43]. The issue of 
inflammatory language as well as the identification 
of hate speech by automation. As published in the 
proceedings of the annual AAAI conference on the 
web and social media.  

When it comes to any text categorization 
task, the most obvious information to employ are 
surface-level features like bag of words. This applies 
to any activity that requires organizing text in some 
way. In point of fact, the majority of authors make 
use of feature sets that include unigrams as well as 
larger n-grams. This is because these types of 
phrases are easier to recognize. It is often asserted 
that these traits have a high capacity for predictive 
analysis. Despite this, n-gram traits are often 
combined with a broad range of other characteristics 
in a variety of works. For instance, [44] state in their 
most recent work that even though token and 
character n-gram features are the most predictive 
single features in their studies, combining them with 
all other features further increases performance. This 
is because combining them with all other features 
allows for more accurate predictions. The results of 
their research confirmed that this is the case. 

Dealing with the problem of spelling 
variation is one of the most typical issues that arises 
while working with material that was provided by 
users as comments. The answer to this issue may be 
found in the use of character-level n-gram 
characteristics. The phrase "ki11 yrslef a$$hole," for 
instance, which is considered to be an example of 
hate speech, will most likely pose problems to token-
based approaches due to the unusual spelling 
variations, which will result in very rare or even 
unknown tokens in the training data. This is an 
example of a phrase that is considered to be an 
example of hate speech. This particular phrase is an 
instance of something that is an example of 
something that is regarded to be hate speech. On the 
other hand, character-level strategies are the ones 
that have a greater probability of capturing the 
likeness to the canonical spelling of these tokens. 
This is because character-level techniques operate at 
a more granular level. A systematic comparison that 
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was carried out by [45] found that character n-gram 
features are more predictive of hate speech detection 
than token n-gram features are. This conclusion was 
reached as a result of the findings of the study. 

However, in order for these features to 
operate effectively, it is important for predicted 
phrases to appear in both the training data and the 
test data. Bag-of-words features often produce a high 
classification performance when utilized to the 
detection of hate speech. The detection of hate 
speech, on the other hand, is often carried out on very 
little snippets of text, which means that one might 
potentially run into a problem with the lack of data 
(for example, paragraphs or even individual lines). 
As a result of this, a number of different works 
address this issue by using a wide variety of different 
sorts of word generalization. This can be 
accomplished by first clustering the words in a 
document, and then using the IDs generated by the 
clustering process to represent groups of words as 
additional (generalized) characteristics. This can be 
done in two steps. Step one clusters the words in the 
document. Step two uses the IDs generated by the 
clustering process. Brown clustering is one example 
of a frequent approach that may be used for this 
purpose. Warner and Hirschberg have made use of it 
as a feature, and it's an example of how it might be 
used [46]. Latent Dirichlet Allocation (LDA) [47] 
creates for each word a topic distribution that reflects 
the degree to which a word corresponds to each 
subject. In contrast, Brown clustering generates hard 
clusters, which is another name for allocating each 
particular word to a certain cluster. In contrast to 
this, the Brown clustering method, which is 
responsible for producing the hard clusters, A 
method similar to this one has been used to the 
aforementioned data in order to identify instances of 
hate speech [48]. 

Considerations of language use also play an 
important part in the process of determining whether 
or not communication constitutes hate speech. Either 

a method that is more broad is employed to use 
linguistic characteristics, or the characteristics 
themselves are specifically suited to the task at hand. 

Researchers from [49] study what occurs 
when you mix ngram features with tokens that have 
had POS information added to them. On the other 
hand, the performance of the classifier is not much 
improved by the addition of information about POS 
locations. 

The study conducted by Chen et al. (2012) 
makes use of typed dependency connections since 
these connections take into account more in-depth 
syntactic information as a feature. Such connections 
offer the potential benefit that non-consecutive 
words that convey a (potentially long-distance) link 
may be recorded in one feature. This is an advantage 
that can be gained from such linkages. It is possible 
that this will be helpful in circumstances in which 
the connection is not immediately clear. As an 
example, in (4) there will be a dependency tuple that 
indicates the connection between the insulting term 
"pigs" and the group of people who are the subject 
of hatred. The notation for this tuple is going to be 
nsubj (pigs, Jews) [50]. 

 
3. MATERIALS AND METHODS  

This section demonstrates whole 
framework of hate speech detection using machine 
learning techniques in natural language processing. 
In the first place, we collect data from social 
networking sites using hate speech related keywords. 
Figure 2 demonstrates overall framework of 
automated hate speech detection. In the second 
place, we develop a corpora of texts that classified to 
two parts that contains hate speech and does not 
contain hate speech related texts. In the third place, 
we train machine learning algorithms to classify hate 
speech related texts. In the third place, we test and 
evaluate the applied machine learning algorithms.  
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Figure 2: Framework Of The Proposed Study 

Figure 3 demonstrates data collection and 
data preprocessing stage. In this stage, we get 
original text from social networks using hate speech 
related keywords. After that, we define different n-
grams that in combination give hate speech related 
key phrase. Next stage is tokenization process. 
Tokenization involves splitting the raw text into tiny 
parts. The raw text is broken up into words and 
phrases that are referred to as tokens via 
tokenization. The context may be understood better 

or a model for natural language processing can be 
developed with the assistance of these tokens. By 
evaluating the order in which the words appear, 
tokenization provides assistance in deciphering the 
meaning of the source text. After tokenization we 
applied three methods as part of speech, stopwords 
removing, and named entity removing for data 
cleaning and preprocessing stage. Thus in the result, 
we will get preprocessed text that can be applied to 
train machine learning models.  

 
 

Figure 3: Description Is Placed Right Below The Figure 
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Thus, in this section we explained the 
proposed approach for hate speech related content 
detection in social networks that contain different 
stages like getting data, define n-grams, tokenization 
of texts, data cleaning using different techniques like 
part of speech, stopwords removing, named entity 
removing, and in the result getting the preprocessed 
texts.   

 

 

Figure 4: Model Testing 

 
Figure 4 demonstrates a dataset that we 

collected from social networks. The dataset is 
divided into two parts as training set and test set.  The 
proposed dataset consists of 85800 sentences. 64000 
(74.6%) of them are applied to train the models, 
21800 (25.4%) sentence are applied to test the 
model.  

4. EVALUATION CRITERIA 

The mean average precision (MaP) and the 
average recall (AR) at different degrees of 
intersection over union are the numerous metrics that 
are used in the process of evaluating the suggested 
model (IoU). In classification problems involving 
localization and object detection, the ratio of the 
areas of the bounding boxes is most commonly used 
as a metric to determine the reliability of the location 
of the bounding box. This is because the ratio of the 
areas of the bounding boxes is directly proportional 
to the accuracy of the location of the bounding box. 

P

TP
SENTPR    (1) 

Since the purpose of the assessment is to 
identify as many instances as possible from a 
population for a screening procedure, the number of 
false negatives should be maintained to a minimum 
while at the same time the number of false positives 

should be increased. As a consequence of this, it is 
necessary to calculate three major metrics: the true 
positive rate (TPR), the false positive rate (FPR), and 
the accuracy (ACC). In the world of medicine, the 
first factor is known to as sensitivity (SEN), and it is 
represented mathematically as equation (2) [51]: 

N

FP
FPR     (2) 

Where the number of true positive is TP, 
and the number of positive instances is P.  

The estimation of the second term, true 
negative rate or specificity, expressed as equation (3) 
[52]: 

FPR
N

TN
SPECTNR  1  (3) 

The cumulative number of negative 
occurrences in the population is denoted by the letter 
N, the percentage of false positives is denoted by the 
letter FP, and the number of genuine negative 
samples is denoted by the letter N. On the other side, 
this statistic is best understood when seen as the ratio 
of genuine negatives to true negatives. This ratio is 
referred to as the specificity (SPEC) in the medical 
field, and it is represented by the equation (4) [53]: 

NP

TNTP
ACC




   (4) 

Last but not least, precision is what 
establishes the equilibrium between genuine 
positives and genuine negatives. When the number 
of good and negative occurrences is not equal, this 
statistic has the potential to be a very helpful tool. 
The expression for this is the equation (5) [54]: 

 
 

5. RESULTS 

In this section, we divided the experimental 
results into two subsections. In the first subsection, 
we demonstrate results of hate speech training 
detection. In the further subsections, we present hate 
speech text detection results. In the second section, 
we demonstrate how the proposed model works in 
real time and show visual presentation. In addition, 
we indicate source images and hate speech analysis. 
In Subsection 3, we illustrate evaluation results of 
the proposed model by showing different evaluation 
parameters as precision, recall, f-score for each 
classified classes of road surface damages. 
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Table 1: Evaluation of the proposed method by classes. 

Algorit
hm 

Accurac
y 

Precisio
n 

Recall F1-
score 

Decision 
Tree 

    

Gradient 
Boostin
g 
decision 
tree 

92% 88% 89% 90% 

K 
nearest 
neighbo
urs 

90% 88% 90% 89% 

Logistic 
regressi
on 

92% 91% 90% 91% 

Neural 
Network 

88% 89% 82% 83% 

Naïve 
Bayes 

89% 91% 90% 90% 

Random 
Forest 

91% 91% 92% 90% 

Support 
Vector 
Machine 

92% 93% 93% 91% 

 
Figure 4 demonstrates model training and 

model testing results. The results show that the 
proposed model achieved to 95% accuracy in about 
100 epochs. In the figure, blue line means accuracy 
of the model, orange line means validation accuracy 
in model training.   

 

 

Figure 4: Model Training 

Figure 5 demonstrates model testing 
results. As in the previous figure, in Figure 4, blue 
line stands for model accuracy and orange line 
stands for validation model accuracy in testing the 
proposed model. The figure show that the proposed 
framework can be successively detect hate speech 
related texts in social networks.  

 

 

Figure 5: Model Testing 

Figure 6 demonstrates confusion matrix for 
classification of hate speech related texts into three 
classes. Using confusion matrices, one can clear 
visualize exactly number of classification results in 
relation to other classes. There are three types of 
classes as hate speech related that is noted as 1, non-
hate speech related that is noted as 0, and neutral 
class that is noted as 2 in our study. As we have three 
classes that should be categorized we have 3x3 
confusion matrix. As the confusion matrix show, that 
the results are high and can be applied for hate 
speech detection on social networking sites.  

 

 

Figure 6: Confusion Matrix 

 
Figure 7 demonstrates classification of hate 

speech related contents vs. other domain texts using 
different machine learning techniques. There, we 
applied machine learning models in different topics 
like jokes, news, toxic contents, spams, and 
advertising in order to understand permanency of the 
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proposed techniques to different datasets. The results 
show that, the proposed techniques give high 
accuracy in different types of datasets.  

 

 

Figure 7: Classification for hate speech related content 
vs. other domain texts 

 
Figure 8 demonstrates area under the curve 

receiver operating characteristics AUC-ROC curve 
for hate speech detection in social networks. It shows 
relations of false positive rate to true positive rate. 
The results give that hate speech detection accuracy 
fast achieved the high result. The results show, that 
the proposed framework give high detection 
accuracy.  

 

 

Figure 8: AUC-ROC curve for hate speech detection in 
social networks 

 
6. CHALLENGES 

The inclusion of several layers of 
complexity makes the already difficult task of 
automatically distinguishing offensive and/or hostile 
speech more difficult, and this problem is especially 
prevalent in social networking sites. There is a direct 
correlation between some of these issues and the 

restrictions that are imposed by approaches that are 
predicated on keywords. It is possible to obfuscate 
the meaning of words via a number of different 
means. This may be done on purpose in an attempt 
to evade the completely automatic moderation of 
material [60], or it may be an unintentional result of 
using social networks as a method of information 
transmission. Either way, it's important to be aware 
of the potential for either scenario to occur. 

In addition, there are a great number of 
idioms that are not damaging in and of themselves; 
yet, if you employ them in the appropriate context, 
they are capable of being offensive [55-57]. 
However, even in the case of slurs, not only can 
various slurs have a varying degree of the offense 
that has been committed [58], but the event may also 
change based on different eras, as well as different 
uses of the same term, different users. One example 
of this is the differential in the use of slurs between 
members of the in-group and those of the out-group 
[59-60], which may be considered as an instance of 
this idea. If this component is neglected, it has the 
potential to contribute to the inherent bias in hate 
speech detection corpora, which in turn has the 
potential to play a role in the inherent prejudice in 
hate speech detection.  

 
7. CONCLUSION 

In conclusion, we were successful in 
developing a categorization model that distinguishes 
between hate speech and other types of 
communication. In addition to this, we developed 
text characteristics that were included into the 
training of our classification models. Our request 
question, which asked if machine learning might be 
used to identify instances of hate speech on social 
media sites, was answered by the final classification 
model that was constructed. It has been recognized, 
with regard to the body of study that exists, that 
certain terms are relevant for distinguishing hate 
speech versus communication that does not promote 
hatred. Tweets that were labeled with the hate 
hashtag included statements that were homophobic, 
racist, and sexist. Although this makes it simpler for 
us to identify hateful and offensive remarks, it raises 
the possibility that our algorithm may incorrectly 
categorize phrases if they do not include any of the 
standard hate terms. A further conclusion that may 
be drawn from these data is that hate speech may be 
aimed at a specific person, a specific group, or it may 
be employed without any specific target at all. The 
models that were employed all had scores of 
accuracy and precision that were somewhat above 
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average; hence, the performance of the final model 
was not very impressive. In addition, the hardware 
device that was employed for this job presented a 
great deal of difficulty owing to the physical 
characteristics it had. 

Instead of relying just on datasets that are 
made up of commonly used terms associated with 
hatred, researchers doing future work should make 
use of databases that include hostile texts and 
settings. It is expected that the efforts would be able 
to construct models with improved accuracy and 
functionality. Additionally, they need to investigate 
the characteristics and reasons behind the 
individuals who participate in the dissemination of 
hatred on social media platforms. 
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